I. INTRODUCTION

Traditional machine learning methods require that the training and testing instances are from the same underlying distribution. However, in many real world tasks, such as sentiment prediction for different types of products and defect prediction for different software projects, training and testing instances may come from different distributions (domains). Such a domain shift may result in the model constructed from one domain no longer being valid for the other domain. To solve this problem, one may need to leverage the data from one domain with abundant supervision (known as the source domain) as well as the data from our target domain where the prediction is supposed to make to learn a well-performing model for the target domain. Such technique is usually referred as Domain Adaptation [1].

Many domain adaptation approaches have been proposed [4]–[7], [19]–[23], which can be roughly divided into 3 major categories: 1) The first category aims to reuse certain parts of source domain data to improve the performance of the target domain. These useful parts are usually selected by importance sampling and re-weighting techniques. 2) The second category aims to find ‘good’ feature representations or common feature space to minimize domain divergence. 3) The third category assumes that target domain model should share some parameters or prior distributions of hyper-parameters with the source domain model.

Almost all these approaches elaborate to tailor the source domain data to fit the target domain in the purpose of constructing a well-performing model for the target domain. Although such a solution have been shown its effectiveness for domain adaptation, it may still contain some drawbacks: 1) Insufficient use of source domain information: To well aligning the source domain to the target domain, the source domain is usually tailored to be ‘compatible’ with the target domain and some information is tailored out during this process. If such information is well-used properly, it may potentially improve the performance of domain adaptation. 2) Mix of domain alignment and model construction: Previous methods usually seeks the mapping from the source to the target domain and constructs the model for the target domain simultaneously in the learning procedure. While to learn a well-performing model requires sufficient information, to learning a mapping as well as the model is more challenging give the information loss by aligning the source to the target domain.

In this paper, we provide an alternative solution to domain adaptation which aims to explicitly address the aforementioned drawbacks by proposing a novel domain adaptation framework called T2S. Instead of mapping the source domain (S) to the target domain (T) and constructing a model in T, T2S inversely maps T back to S and reuses the model that has been well-trained with abundant information in ‘S’ for prediction. Specifically, T2S consists of two steps: 1) inversely mapping the target domain to the source domain (T->S) instead of aligning the source domain to the target domain (S->T); 2) feeding the projections to the pre-trained model of source domain and predicting the labels by the given confidence. These two steps are totally independent of each other.

By such inverse mapping and model reuse, this framework enjoys the following advantages:

- There is abundant supervised information in the source domain while most target data are unlabeled. Therefore, T->S can derive more accurate mapping/alignment than...
S→T because this is aligning the unknown patterns to a ‘well-labeled’ template.

- Our framework is quite different from the S→T type approaches. When we map the target domain inversely to the source domain, the model construction process can be done separately in the source domain. Since the pre-trained model is independent of the target domain, we can make the most of all the information in the source domain data and any techniques especially those require huge amount of (supervised) data (e.g. DNNs) to learn a strong model, which consequently may lead to a better prediction performance for target domain prediction if the target domain is well-mapped to source domain.

- Since we only learn the inverse domain mapping instead of the learning whole prediction model simultaneously, the difficulty of learning the mapping is reduced.

- If we need to adapt one source domain to many target domains, we only need to spend efforts in learning a number of mappings for every target domain to the source domain, and reuse the same pre-trained model rather than build different prediction models for different target domains. So this framework can be regarded as a potential technique to realize “Learnware” [2].

The rest of the paper is organized as follows. Section 2 introduces the related work. Section 3 presents our proposed approach T2S. Section 4 reports the experimental results. Finally, Section 5 concludes the paper.

II. RELATED WORK

Domain adaptation (DA) is a fundamental problem in machine learning [19]–[21] and has a lot of applications in natural language community and computer vision, e.g. [4], [6], [22], [23]. Domain adaptation is regarded as a case of transductive transfer learning. In domain adaptation, the feature spaces between domains are the same, \( X_S = X_T \), but the marginal probability distributions of the data are different, \( P(X_S) \neq P(X_T) \). In more detail, domain adaptation approaches can be divided into 3 major categories:

1) Instance-selecting based domain adaptation: It assumes that some of the source domain data may be useful in learning for the target domain but some of them may not and could even be harmful. The basic idea of this category is to select the useful part of the source domain. Many researchers have proposed the approaches to achieve this idea. For example, Huang et al. [8] proposed a kernel-mean matching algorithm which matches the means between the source domain data and the target domain data. Dai et al. [9] extended a traditional Naive Bayesian classifier to solve domain adaptation. Also Dai et al. [10] proposed a boosting algorithm which attempts to iteratively re-weight the source domain data to improve the prediction of target domain.

2) Feature-representation based domain adaptation: It assumes that although the distributions of the source domain and target domain are different, there are some latent representations which can represent both two domain uniformly. For example, Blitzer et al. [11] proposed a structural correspondence learning (SCL) algorithm to make use of the unlabeled data from the target domain to extract some relevant features that may reduce the difference between the domains and Dai et al. [12] proposed a co-clustering based algorithm to propagate the label information across different domains. In [13], Pan et al. exploited the Maximum Mean Discrepancy Embedding (MMDE) method to learn a low dimensional space to reduce the difference of distributions between different domains. Long et al. [14] proposed an approach for domain adaptation using deep networks which can jointly learn adaptive classifiers and transferable features from labeled data in the source domain and unlabeled data in the target domain.

3) Parameter-sharing based domain adaptation: It assumes that individual models for related tasks should share some parameters or prior distributions of hyper-parameters. The knowledge of source domain can be adapted into target domain by these sharing parameters. There are also many works on this aspect. For example, Lawrence et al. [15] proposed an algorithm known as MT-IVM, which is based on Gaussian Processes. Evgeniou et al. [16] proposed a method which assumes that the parameter, \( w \), in SVMs for each domain can be separated into two terms.

III. DOMAIN ADAPTATION VIA INVERSE MAPPING

The procedure of our domain adaptation framework (T2S) is illustrated in Figure 1 below. When a new target domain instance comes, the first step is to apply mapping functions to it and then get several potential instances(candidates) which can be seen as generated from the source domain for each class. Then in the second step, we predict the candidates’ labels using a pre-trained model. For example, in binary classification the model calculates the confidence by \( P(x_{pos\_candidate}, label = +1) \) and \( P(x_{neg\_candidate}, label = -1) \). At last the predicted label is assigned by the candidate with the higher confidence. In the illustration, the new coming instance is generated from the target distribution of positive class, so the pre-trained model will predict the ‘positive candidate’ as a positive instance with a higher confidence than the ‘negative candidate’. As we could see, inverse mapping is the key step in our framework so the principal issue is how to learn the appropriate mapping functions. The details of the learning procedure are explained in the following subsections.

A. Notations

Before introducing the details of our approach, we first verify the notations used. In this paper, we define the instance of the source domain as \( x^S \) and the source domain dataset as \( X^S \). In the source domain, the subset of all the positive instances is denoted as \( X^S_p \) and the subset of all the negative ones is \( X^S_n \) \( (X^S = X^S_p \cup X^S_n) \). Similarly, the instance of the target domain is defined as \( x^T \) and the target domain dataset is \( X^T \). \( X^T \) consists of positive instance subset \( X^T_p \), negative instance subset \( X^T_n \) and unlabeled instance subset \( X^T_u \) \( (X^T = X^T_p \cup X^T_u \cup X^T_n \text{ and } |X^T_p| \ll |X^T_n|, |X^T_u| \ll |X^T_n|) \). We use \( F_p(\cdot) \) and \( F_n(\cdot) \) respectively to represent the mapping functions for the potential positive and negative instances and
they could be any functions such as linear mapping or neural network. For two sample sets $X_1$ and $X_2$ drawn from two distributions, we define $\text{Dist}(X_1, X_2)$ as the distance between these two distributions.

### B. Learning the Inverse Mapping

For simplicity, suppose that the problem is to use data in the source domain to help to solve a binary classification problem in the target domain. We have $P_S(x|\text{label} = \pm 1) = P_T(x|\text{label} = \pm 1)$, where $x_n^S \sim P_S(x|\text{label} = \pm 1)$ and $x_n^T \sim P_T(x|\text{label} = \pm 1)$. In our framework, we first learn two mapping functions which map the target domain distribution to the source domain distribution for each class, which makes $F_p(x_p^T) \sim P_S(x|\text{label} = +1)$ and $F_n(x_n^T) \sim P_S(x|\text{label} = -1)$. Because the domain shift may appear differently for different class, the supervised information can’t be fully used if we only use one uniform mapping function. Then for a new coming target instance $x_i^T$, since we don’t know its true label, we map it into the source domain as both a potential positive instance $F_p(x_i^T)$ and a potential negative instance $F_n(x_i^T)$. Then we can use a well-performed pre-trained source domain model($M$) to classify these two potential instances to obtain the confidence $P(M(F_p(x_i^T))) = +1|x|$, $P(M(F_n(x_i^T))) = -1|x|$ and the final label is determined by the potential instance with higher confidence.

From the above, the domain adaptation problem converts to how to learn these mapping functions appropriately. The basic idea of mapping learning process is intuitively to minimize the distance between the source domain distribution and the target domain distribution for each class. We first consider the labeled instances in the target domain. As the only supervised data in the target domain, they should be mapped to the corresponding source domain distribution, so the preliminary objective function is

$$
\min_{T_p,T_n} \text{Dist}(X_p^S, F_p(X_p^T)) + \text{Dist}(X_n^S, F_n(X_n^T))
$$

where $F_p(X) = T_pX$ and $F_n(X) = T_nX$. As we mentioned before, $F$ could be any complex function such as neural network or other nonlinear function. For simplicity, we use linear mapping functions here.

Apart from a few labeled instances in the target domain, most instances in the target domain are unlabeled. Since we don’t know their labels, they can be generated from the distribution of any class. So in our approach, we use a parameter $w$ as an indicator to represent the prior probability ($w \in [0, 1]^{N_u}$ is a vector and $N_u$ is the number of unlabeled instances). With this indicator $w$, we could use the unlabeled data and the mapping functions to minimize the distance between the source domain and the target domain at the same time. Then the formulation becomes

$$
\min_{T_p,T_n,w} \text{Dist}(X_p^S, F_p(X_p^T)) + \text{Dist}(X_n^S, F_n(X_n^T))
$$

$$
+ \alpha \cdot \text{Dist}(X_n^S, F_p(X_n^T)) \cdot \text{Diag}(w) + \text{Dist}(X_n^S, F_n(X_n^T)) \cdot \text{Diag}(1-w)
$$

$$
s.t. \ 0 \leq w_i \leq 1 \ i = 1, 2, ..., N_u
$$

where $\alpha > 0$ is a penalty parameter and $1$ is an all-one vector. $\text{Diag}(w)$ refers to a diagonal matrix whose diagonal elements are the values of $w$. The added third term measures the whole distance between all the source domain data and all the unlabeled target domain data. In Eq.2, all the target domain instances have been utilized to learn the mapping functions and particularly the supervised information in the target domain is fully used. In the meantime, we don’t drop any source domain information. Considering the smoothness in the target feature space and to avoid the overfitting of our approach, we assume that the nearby instances in the target feature space should lead to similar predictive results. To ensure the smoothness of our approach, we finally add a manifold based regularizer (denoted as $f^T L f$) to the objective function [Belkin et al. 2006] where $L$ is the laplacian matrix of training instances. We then derive our final objective function as,

$$
\min_{T_p,T_n,w} \text{Dist}(X_p^S, F_p(X_p^T)) + \text{Dist}(X_n^S, F_n(X_n^T))
$$

$$
+ \alpha \cdot \text{Dist}(X_n^S, F_p(X_n^T)) \cdot \text{Diag}(w) + \text{Diag}(1-w) + \beta \cdot f^T L f.
$$

$$
s.t. \ 0 \leq w_i \leq 1 \ i = 1, 2, ..., N_u
$$
where $\beta > 0$ is another penalty parameter. Here $f$ is the joint vector of $w$ and the target domain labels $f = \{y_1^T, y_2^T, \ldots, y_n^T, w\}^T$ ($n = |X_p^T|$ and $X_n^T$ is the label of the labeled target data).

As for criteria function $\text{Dist}(\cdot, \cdot)$, we employ the most popular and effective one, Maximum Mean Discrepancy (MMD) [3].

$$\min_{T_p,T_n,w} \text{MMD}(X_p^S, F_p(X_p^T)) + \text{MMD}(X_n^S, F_n(X_n^T))$$

$$+ \alpha \cdot \text{MMD}(X_p^S, F_p(X_p^T) \cdot \text{Diag}(w) +$$

$$F_n(X_n^T) \cdot \text{Diag}(1 - w)) + \beta \cdot f^T L f.$$  (4)

s.t. $0 \leq w_i \leq 1 \quad i = 1, 2, \ldots, N_u$

There are many criteria (such as KL divergence [18]) to measure the distance between two distributions. However, these estimators are parametric or require an intermediate density estimation. MMD is a nonparametric distance estimator which was designed by embedding distributions in an RKHS [25]. MMD is introduced by Gretton et al. [26] to compare distributions based on the corresponding RKHS distance. Let’s define the the kernel-induced feature map as $\phi$. The empirical estimate of MMD between $X_1$ and $X_2$ is $\text{MMD}(X_1, X_2) = \frac{1}{n_1} \sum_{i=1}^{n_1} \phi(x_i) - \frac{1}{n_2} \sum_{i=1}^{n_2} \phi(x_i)$ where $\| \cdot \|_H$ is RKHS norm. Therefore, we use the distance between the two mean elements in a RKHS to represent the distance between two distributions. It has been shown by [25] that, when the RKHS is universal, MMD will asymptotically approach zero if and only if the two distributions are the same. Given the criteria function, we can solve the optimization to get the mapping functions $F_p(\cdot)$ and $F_n(\cdot)$ and indicator $w$. The proposed optimization algorithm will be introduced in the next section.

C. Optimization

In Eq.4, instead of finding the nonlinear function $\phi$ explicitly, we first revisit a dimensionality reduction-based domain adaptation method called MMDE [13]. MMDE embeds both the source and target domain data into a shared low dimensional latent space and then learns the corresponding kernel matrix $K$ by solving a semi-definite programming. It shows that with the kernel trick, the MMD distance can be rewritten as $\text{tr}(K)Q$, where $K$ is the kernel matrix defined on all the data, $K_{i,j} = [\phi(x_i)^T \phi(x_j)]$, and $Q$ is a weight matrix, $Q_{i,j} = 1/n_1^2$ if $x_i, x_j \in X$, else $Q_{i,j} = 1/n_2^2$ if $x_i, x_j \in Y$, otherwise, $Q_{i,j} = -(1/n_1 n_2)$. So we convert Eq.4 into the following equivalent form,

$$\min_{T_p,T_n,w} \text{tr}(K_{x_p^S, T_p x_p^T} Q_1) + \text{tr}(K_{x_n^S, T_n x_n^T} Q_2)$$

$$+ \alpha \text{tr}(K_{x_p^S, F_p(x_p^T)} Q_3) + \beta \cdot f^T L f.$$  (5)

s.t. $0 \leq w_i \leq 1 \quad i = 1, 2, \ldots, N_u$

$$F_u(x_u^T) = w_i T_p x_u^T + (1 - w_i) T_n x_u^T$$

$i = 1, 2, \ldots, N_u$

Here, $K_{x_p^S, T_p x_p^T}, K_{x_p^S, T_n x_n^T}$ and $K_{x_p^S, F_p(x_p^T)}$ are the kernel matrices defined on $(X_p^S, F_p(X_p^T)), (X_n^S, F_n(X_n^T))$ and $(X_u^S, F_u(x_u^T))$. $Q_1$, $Q_2$ and $Q_3$ are the corresponding weight matrices. In this paper we employ alternate descent method to estimate the parameters $T_p, T_n$ and $w$.

IV. EXPERIMENTS

In this section we conduct experiments on both synthetic and real data to show the effectiveness of the proposed framework. We select the hyper-parameters of our method as follows. For Gaussian kernel used in MMD and the penalty term for unlabeled target domain data, we choose the standard deviation parameter $\sigma$ and $\alpha$ by cross validation. We only use the labeled source domain data to build a well-performed model as the pre-trained model in our framework.

A. Synthetic Data

We generated the 2-D binary classification source domain and target domain data as Figure 2 shows. As we can see, from the source domain to the target domain, there is a small perturbation for the distribution of positive class. However, for the distribution of negative class, there is a movement and rotation transformation.

Obviously, the distributions of two domains are quite different so we can not reuse the pre-trained source domain model directly. The pre-trained model can not predict the negative target domain instances correctly. Even if we use some existing method to select the appropriate information from the source domain to help the target domain task, we still can’t build the “appropriate” model because the distribution of the selected data is different from that in the target domain essentially.

Under our framework, we first learn two mapping functions under which the projection can be regarded as generated from the source distribution. Using our optimization algorithm, we get two mapping functions and Figure 3 shows the mapping results in which the top subfigure shows the positive candidates and the bottom subfigure shows the negative candidates. In Figure 3, we use red ‘x’ to represent the projection of target instance whose true labels are positive and blue ‘x’ to represent the projection of target instances whose true labels are negative. Then we could see that the instances from the corresponding class are mapped to the correct region. In our framework these instances can be seen as generated from the corresponding source domain distribution and can be classified by the pre-trained model with high confidence. The black dashed contours in the Figure 3 show the decision region of
the pre-trained model with confidence > 0.8. The result on synthetic data shows that in our framework using a simple pre-trained SVM model could achieve a good performance. The accuracy before inverse mapping is 76.7% and it is 100% after. This experiment also shows that our framework works intuitively and empirically.

B. Real-world Data

We also compare our framework with alternatives on the Multi-Domain Sentiment Dataset introduced in [6]. The Multi-Domain Sentiment Dataset contains product reviews taken from Amazon.com from many product types (domains). Each domain (books, dvds...) has hundreds of thousands of reviews. Each review consists of a rating (0-5 stars), a reviewer name and location, a product name, a review title and date, and the review text. Reviews with rating > 3 were labeled positive, those with rating < 3 were labeled negative, and the rest discarded because their polarity was ambiguous. Each domain contains 1,000 positive and 1,000 negative reviews and thousands unlabeled reviews. We use every domain as the source domain and target domain respectively, so that it generates 12 tasks altogether. In each task, all the instance labels in the source domain and a few instance labels in the target domain are used for learning the mapping functions. Then we evaluate all the methods on the unlabeled instances in the target domain. In this experiment, we choose the parameters by cross validation.

We choose a simple SVM model trained on the source domain as the baseline. For fair comparison, this model is also used as the pre-trained model in our framework. We compared our framework with SCL [11], FE [17], SFA [4], CODA [27] and SDAsh [5].

- SCL is a structural correspondence learning algorithm. Its key idea is to make the selection of pivot features that are used to link the source and target domains.
- FE is a feature ensemble method for domain adaptation. In FE, we first train individual classifiers with different feature sets divided by their POS tags. The final model is a weighted ensemble of individual classifiers.
- SFA is a spectral feature alignment algorithm to align the domain-specific words from the source and target domains into meaningful clusters, with the help of domain independent words as a bridge.
- CODA is a variant of co-training which bridges the gap between source and target domains by slowly adding to the training set both the target features and instances in which the current algorithm is the most confident.
- SDAsh is a deep learning approach which learns to extract a meaningful representation for each domain in an unsupervised fashion. The basic framework for SDAsh is the Stacked Denoising Auto-encoder.

In the first experiment, we use accuracy as the evaluation criteria. Figure 4 shows the results for all pairs of domain adaptation. The target domains are ordered clockwise from the top left: books, dvd, electronics, and kitchen. For each set of bars, the first letter means the source domain and the second letter means the target domain. The dark blue bars show the performance of our approach. We can see that our approach achieved the best performance in most tasks. The accuracy of our approach is between 78.8% ∼ 92.6%. As we could see, when we use “books-reviews” as the target domain, some of the compared methods even have worse performance than the baseline method. Our method achieves a relatively good performance compared with the state-of-the-art methods because we make sufficient use of the labeled data in the target domain and don’t destroy the completeness of supervised information in the source domain. What’s more, this performance is only achieved by a simple pre-trained SVM model and two simple linear mapping functions, which means that we could get higher performance using more powerful
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pre-trained model and more complex mapping functions.

In the second experiment, we also explore the performance under different number of labeled data. As we have mentioned, in our framework we don’t need to use the full dataset to learn the domain adaptation model because the inverse mapping is separated from the building model process. We choose the “books” domain as target domain and every other review data as source domain. We use 2,000 labeled target domain instances to build a in-domain SVM model for the baseline and use 200 source domain instances to build an SVM model as the pre-trained model. All the parameters are also chosen by cross validation. The results of the second experiment is:

- We use a fixed number of source domain data and various number (2,5,10,15,20) of target domain data to conduct the experiment. Figure 5 above shows the results of the three pairs.
- We also use different number (10,50,100,200,300) of source domain data and a fixed number of target domain data. Figure 5 below shows the results of the three pairs.

The experiment on the real-world data shows that in our framework we can achieve efficient domain adaptation compared with some state-of-the-art methods and we can also benefit from separating the process of building model and bridging the domain gap.

V. Conclusion

In this paper, we investigate a new framework for domain adaptation. We propose a new approach for domain distribution mapping and model reuse, which is efficient and outperforms other baseline methods. An efficient optimization algorithm is also proposed for learning the mapping functions. A new view of how to solve the domain adaptation problem is given and it may be a probable way to analyze the quality of domain adaptation process. In our framework, we point out that constructing a prediction model and bridge the gap of different domains could be two different tasks and it could not be appropriate to solve them together. We separate the process of constructing model and the process of bridging the gap between different domains, which decreases the difficulty of jointly solving the learning task and bridging the gap of different domains. The inverse mapping makes the bridge from the target domain back to the source domain, which makes it possible to reuse the powerful pre-trained model of the source domain. The experimental results show that we can use only a small part of the data to bridge the gap although we need big data to build the prediction model. The formalization of our approach indicate that we could replace with other powerful mapping function in the future work.
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