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ABSTRACT
The increasing availability of large-scale location traces cre-
ates unprecedent opportunities to change the paradigm for
identifying abnormal moving activities. Indeed, various as-
pects of abnormality of moving patterns have recently been
exploited, such as wrong direction and wandering. However,
there is no recognized way of combining different aspects
into an unified evolving abnormality score which has the
ability to capture the evolving nature of abnormal moving
trajectories. To that end, in this paper, we provide an evolv-
ing trajectory outlier detection method, named TOP-EYE,
which continuously computes the outlying score for each tra-
jectory in an accumulating way. Specifically, in TOP-EYE,
we introduce a decay function to mitigate the influence of
the past trajectories on the evolving outlying score, which
is defined based on the evolving moving direction and den-
sity of trajectories. This decay function enables the evolving
computation of accumulated outlying scores along the tra-
jectories. An advantage of TOP-EYE is to identify evolving
outliers at very early stage with relatively low false alarm
rate. Finally, experimental results on real-world location
traces show that TOP-EYE can effectively capture evolving
abnormal trajectories.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications—
Data Mining
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1. INTRODUCTION
Advances in sensors, wireless communication, and infor-

mation infrastructures such as GPS, WiFi, Video Surveil-
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lance, and RFID have enabled us to collect large amounts
of fine-grained location traces (trajectory data). Such a
large number of trajectories provide us unprecedented op-
portunity to automatically discover useful knowledge, such
as identifying suspicious activities, understanding the be-
haviors of moving objects as well as the patterns of trans-
portation networks, which in turn delivers intelligence for
real-time decision making in various fields, such as surveil-
lance, transportation management, and border security.

Recent years have witnessed an increasing interest in tra-
jectory outlier detection [2, 7, 1, 3], which aims to detect
suspicious moving objects automatically. However, while
various aspects of abnormality of moving objects have been
exploited, there is no recognized way of combining different
aspects into an unified evolving abnormality score which has
the ability to simultaneously capture the evolving nature of
many abnormal moving trajectories. For example, in Fig-
ure 1, among a large number of trajectories, both Trajectory
A and Trajectory B show certain degree of abnormality in
terms of their evolving moving directions. An intriguing
question from this case is how to dynamically and system-
atically identify top-k outlying trajectories with respect to
different features among a huge number of trajectories . The
answer to this question is very important, since outlying tra-
jectories usually carry interesting information of potential
problems which requires real-time attention and should be
detected and dealt with at the early stage.

To this end, in this paper, we propose a top-k evolving
trajectory outlier detection method, named TOP-EYE, to
capture and maintain top-k evolving outlying trajectories
in a real-time fashion. The objective of TOP-EYE is to
be more tolerant to noisy disturbance and detect trajectory
outliers at the early stage. To achieve this objective, the
key challenge is how to develop an evolving outlying score
which can capture the evolving nature of outlying trajecto-
ries. In TOP-EYE, we take both current and past outlier-
ness of each trajectory into consideration when designing the
outlying score function. Specifically, the past outlier score
of each trajectory is mitigated by a decay function and the
mitigated score is accumulated with the instant outlier score
to produce the current outlier score for this trajectory.

In this paper, we mainly consider two types of outly-
ing trajectory: outliers in terms of direction and outliers
in terms of density. First, unlike traditional vector data,
trajectories are complex data for which traditional distance
measures and outlying score functions cannot be used di-
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Figure 1: Top-K Evolving Outliers: Motivation

rectly. To deal with this challenge, a data transformation
process is applied. Specifically, we discretize the continuous
space into small grids and use a probabilistic model to turn
the direction information of trajectories in a grid into a vec-
tor with eight values to indicate the probabilities of moving
towards eight directions within this grid.

Therefore, we can generate the direction trend within a
fixed area by summarizing the moving directions from large
amounts of trajectories for a period of time. Then, once
some objects move across this area along the completely
different directions from the summarized directions, we can
detect them as outliers in a real-time fashion by measuring
the similarity between the directions of the observed objects
and the summarized directions. Also, with this discretized
space, we can compute the density of trajectories in each
grid conveniently. The trajectory density within each grid
is estimated as the number of trajectories across this grid.
We can obtain the trajectory density distribution with suffi-
cient historical trajectory data. The outlying score of a new
trajectory can then be measured based on the density of tra-
jectories in the grids where this trajectory actually passes.

One benefit of this data transformation is to save the com-
putational cost for finding trajectory outliers. For trajectory
data, some people defined the distance measures between
trajectories at the point level and detect outliers based on
this distance measure [1, 2, 4]. However, a lot of compu-
tation will be involved because we have a huge amount of
points for trajectories. Compared with these methods, the
data transformation can save a lot of computation cost, be-
cause we only do computation at the grid level when we
compute the outlying scores.

Finally, we apply TOP-EYE for finding top-k evolving
trajectory outliers in location traces collected from a park-
ing lot. Experimental results show that TOP-EYE could
effectively identify evolving trajectory outliers and reduce
the false alarms.

2. EVOLVING OUTLIER DETECTION
Here, we briefly introduce the outlying score calculations

and the evolving outlier detection method.

2.1 Outlying Score Calculation
To measure the outlier score for trajectories, we will dis-

cretize the continuous direction information as well as the
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Figure 2: Direction Distance Measure: Illustration

continuous space. Specifically, we divide the monitoring area
into small grids. Then we further partition each grid into
8 direction bins, each bin with an angle range of π/4. The
goal of this partition is to summarize the directions within
grids with the whole trajectories and represent the summary
with a direction vector. Specifically, we can represent each
grid with a direction vector:

g = (p1, p2, p3, p4, p5, p6, p7, p8) (1)

where pi is the frequency of moving trajectories which have
passed this grid and have the direction along the direction i,
i.e., within the direction bin i. After the monitored area is
partitioned into grids, the density of each grid can be com-
puted by scanning each individual trajectory and increasing
the density of all grids where this trajectory passes.

In this paper, we generally define the trajectory outlier in
terms of direction as :

Definition 1. Direction-based Trajectory Outlier: A tra-
jectory outlier is the one that deviates from most trajectories
within an observed space and time in terms of direction.

With this definition and the data transformation above,
we design the specific direction-based outlier score calcula-
tion as follows. Specifically, suppose a new trajectory has K
moving directions within a grid, we similarly represent the
directions of this new coming trajectory with a direction
vector, e.g., (q1, · · · , qK), where qk(1 ≤ k ≤ K) is equal to
1/K. Then we can measure the outlying score by measuring
the similarity or distance between the summarized direction
vector and the direction vector of this new trajectory as:

OScoreDir = 1−
K∑

k=1

qk

8∑
i=1

pi · cos∠(vk, vi) (2)

where cos(vk, vi) is the cosine value of the angle between
direction vi and vk as shown in Figure 2. Here, vi is the
representative direction for the direction bin i, such as the
center direction of the bin.

Also, we consider the density-based outlier score. Specifi-
cally, we can simply assign an outlying score for a trajectory
if the density of grid, where this trajectory passes, is less
than a certain threshold as

OScoreDen =

{
s if density < τ
0 otherwise

(3)
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(a) A normal trajectory (b) A outlying trajectory (c) A false-alarm trajectory

Figure 3: An Illustration of the Use of Evolving Outlying Score

2.2 The Evolving Outlier Detection Model
In this subsection, we introduce an evolving trajectory

outlier detection method, named TOP-EYE, which has the
ability to continuously compute the outlying score for each
trajectory in an accumulating way.

A trajectory is the trace of a moving object. The abnor-
mal behaviors of a moving object can be gradually reflected
in its moving characteristics which are encoded in the trajec-
tory of this object. In other words, it is necessary to detect
the trajectory outliers in an evolving way. To this end, it is
critical to design an evolving trajectory outlier score mea-
sure which is able to take both historical outlierness and
instant outlierness of a trajectory into the consideration. A
key challenge is how to strike a balance between historical
influence and instant outlierness for measuring the evolving
outlier score. There are two design goals. First, the influ-
ence of historical outlierness should be decayed with time.
Second, the outlier score measure should be continuously
updated in an accumulating way.

In this paper, we exploit an exponential decay function,
exp(−λ∆t), to control the influence of historical outlierness
of a trajectory. For example, if one new trajectory Trj passes
a grid at initial time instant t0, its outlying score in terms
of direction or density can be obtained by Equation (2) or
Equation (3) and is represented as St0 . Then, at the next
time instant t1, we calculate the current instant outlier score
just like at instant t0, represented as St1 . Then we accumu-
late the previous score and the current instant score alto-
gether as:

S
∑
t1

= St1 + St0 ∗ exp(−λ∆t0), (4)

where λ is a user-specified parameter which affects the decay
rate. Also, ∆t0 is the time gap between instant of t1 and t0.
In general, we can accumulate the evolving outlying score at
any time instant as:

S
∑
ti

= Sti + Sti−1 ∗ exp(−λ∆ti−1) + Sti−2 ∗ exp(−λ∆ti−2)

+ · · ·+ St0 ∗ exp(−λ∆t0), (5)

where ∆ti−k is the time gap between instant ti and instant
ti−k. If the time gap between any two neighboring instants
is equal to ∆t. Equation (5) can be updated as

S
∑
ti

=

i∑

k=0

Stkexp(−(i− k)λ∆t). (6)

As we can see, the evolving score of a trajectory with the
decay and accumulation functions can keep updating if this
trajectory is gradually evolving to be an outlier. Once the
evolving score is above a user-specified threshold, the alarm
can be triggered at the early stage. Also, the accidental

increase of the evolving outlier score caused by noisy distur-
bance will not trigger the alarm as long as the threshold is
properly specified.

To better illustrate the advantages of this evolving out-
lier detection method, we provide an example as shown in
Figure 3, where λ = 0.5, ∆t = 1. We assume there are 3 tra-
jectories with 10 time stamps, which correspond to a normal
trajectory, an abnormal and a false-alarm trajectory respec-
tively. In Figure 3 (b), the evolving score keeps increasing
when the instant outlying score achieves and maintains high
values. While for Figure 3 (c), the evolving score quickly
decreases once the instant score drops down to normal level.
Therefore, if we only consider instant outlying scores, we will
certainly decide both (b) and (c) are outlier or normal at a
time stamp. However, with the evolving outlier detection
model, we can easily use a threshold, e.g., 7, to separate an
outlier as (b) from a false alarm as (c).

3. EXPERIMENTAL RESULTS
In this section, we validate the performances of TOP-EYE

for top-k evolving trajectory outlier detection.

3.1 Experimental Setup
Experimental Data. In the experiments, we used a

real-world trajectory data set from Massachusetts Institute
of Technology (MIT) [5]. This trajectory data set was ex-
tracted from a video surveillance system, which is used to
monitor a specific area. This data set contains a large num-
ber of trajectories. Each trajectory is a sequence of obser-
vations with time-stamped positions, indicating the location
of an object at different time stamps. More detailed infor-
mation about the meta data set can be found in [6].

Experimental Tools and Parameters. In the experi-
ments, since the time gap between neighboring observations
of each trajectory is equal, ∆t has the same impact on all
evolving scores calculated with Equation (6). Therefore,
without loss of generality, we assume ∆t = 1. The parame-
ter λ is empirically identified as 0.72 for the direction outlier,
0.84 for the density outlier. Also, we set τ = 4, s = 1 for
Equation (3).

3.2 The Effectiveness of TOP-EYE
In this subsection, we show the effectiveness of TOP-EYE

by illustrating how the evolving outlier score can be used to
identify the evolving outliers and avoid false-alarms.

First, Figure 4 shows two vehicle trajectory outliers in
terms of direction. In Figure 4 (a), the vehicle moves to the
left side of the road (wrong way), and the evolving score
gradually increased as shown in the figure. Also, in Figure 4
(b), the vehicle takes a short cut to drive to the wrong way.
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(a) Outlying vehicle trajectory A in terms of direction and its evolving score

(b) Outlying vehicle trajectory B in terms of direction and its evolving score

Figure 4: Evolving score in terms of direction.
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(a) Outlying human trajectory A in terms of density and its evolving score

(b) Outlying human trajectory B in terms of density and its evolving score

Figure 5: Evolving score in terms of density.

For both cases, TOP-EYE could effectively capture the out-
liers by thresholding evolving outlying scores. In addition, a
similar performance for the density outlier detection can be
observed in Figure 5, where TOP-EYE can identify people
who are crossing the street illegally.

Furthermore, TOP-EYE can also help to reduce false alarms.
Figure 6 shows the false trajectory outliers in terms of mov-
ing direction. For example, the trajectory in Figure 6 (b)
has a direction change for a very short period of time. How-
ever, this trajectory is in the normal status for the rest time.
This sudden change causes an impulse for instant scores, re-
sulting in the highest instant score (1.6), which is close to
the highest instant score of normal outlier in Figure 4. In
contrast, the maximum value of evolving scores is always
below 2. If we use the same threshold for evolving outlying
scores as shown in Figure 4, we can avoid this false alarm.
However, we will probably decide it as an outlier if we try to
specify a threshold for instant scores. In Figue 6 (a), we can
observe the similar results. Thus, TOP-EYE can be more
tolerate to noisy disturbance among the trajectories.

4. CONCLUDING REMARKS
In this paper, we provided an evolving trajectory outlier

detection method, named TOP-EYE, which calculates the
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(a) False-alarm vehicle trajectory A in terms of direction and its evolving score

(b) False-alarm vehicle trajectory B in terms of direction and its evolving score

Figure 6: False alarm in terms of direction.

evolving outlying score by accumulating the instant outly-
ing score with the mitigated past outlying scores via a de-
cay function. This evolving score enables us easily to detect
outliers via thresholding the evolving scores because only
real outliers cause high values of evolving score. In con-
trast, it is much harder to specify a threshold for the instant
scores to differentiate outliers and false alarms because in-
stant scores often suddenly reach high values due to the
noisy disturbance. Thus, TOP-EYE has the advantages of
detecting trajectory outliers at the early stage and reducing
false alarm. Experimental results on real-world trajectories
showed that TOP-EYE could effectively detect evolving tra-
jectory outliers with relatively low false alarm rate.
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