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Abstract

Background: In modern software systems' maintenance and evolution, how to fix software bugs efficiently and effectively becomes increasingly more essential. A deep understanding of developers/assignees' familiarity with bugs could help project managers make a proper allotment of maintenance resources. However, to our knowledge, the effects of developer familiarity on bug fixing have not been studied.

Aims: Inspired by the understanding of developers/assignees' familiarity with bugs, we aim to investigate the effects of familiarity on efficiency and effectiveness of bug fixing.

Method: Based on evolution history of buggy code lines, we propose three metrics to evaluate the developers/assignees' familiarity with bugs. Additionally, we conduct an empirical study on 6 well-know Apache Software Foundation projects with more than 9000 confirmed bugs.

Results: We observe that (a) familiarity is one of the common factors in cases of bug fixing: the developers are more likely to be assigned to fix the bugs introduced by themselves; (b) familiarity has complex effects on bug fixing: although the developers fix the bugs introduced by themselves more quickly (with high efficiency), they are more likely to introduce future bugs when fixing
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the current bugs (with worse effectiveness).

Conclusion: We put forward the following suggestions: (a) managers should assign some “outsiders” to participate in bug fixing. (b) when developers deal with his own code, managers should assign more maintenance resource (e.g., more inspection) to developers.
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1. Introduction

With the increasing requirements of software in modern information society, the scale of software expands and the complexity of software increases, making it tougher for software project managers and engineers to fulfil the task of software maintenance and evolution. To ensure software quality, the software project team commonly provides access for users to submit bug reports when they encounter some operational issues. The managers spend a great part of their resources to handle bug reports and allocate new bugs to developers [1]. In the procedure of allocation, a deep understanding of familiarity between bugs and developers assigned to fix bugs could help project managers make a proper allotment of maintenance resources. However, to our knowledge, the effects of familiarity on bug fixing have not been studied. Based on our discussions with project managers, they tend to believe that the developer’s familiarity with buggy code has effects on the performance of bug fixing, but unfortunately they lack a quantitative manner to measure the familiarity with bug fixing, and consequently fail to conduct a correlational analysis between familiarity, and efficiency and effectiveness on bug fixing.

Interestingly, some aspects of human factors have already been known to be related to software quality or the results of software activities [2] [3] [4] [5] [6]. Bird et al. [7] introduced ownership to measure large-scale software development in Windows 7 and found that higher values of ownership are associated with fewer defects. Rahman et al. [5] examined the relationship between ownership
Figure 1: An example of the same developer with differently familiar bugs. Names with parentheses are authors of commits.

and defects at a fine-grained level. Thongtanunam et al. [9] measured the relationship of code ownership with software quality in the scope of code review. Rahman et al. [10] employed developer experience to predict the usefulness of code review comments.

Our approach is to focus on the code lines that have been modified by developers to fix bugs. These modified lines are considered as a metric to describe the workload for the developer during bug fixing. Moreover, “how the developer contributed to these modified lines before fixing” is used to measure the familiarity between the developer and the bugs he or she deals with. We assume that the more the developer contributed to these modified lines before fixing, the more the developer is familiar with the bugs. For example, as shown in Figure 1a, Alice is assigned to fix two bugs, and modifies two lines of the buggy file in each bug fixing commit (i.e., Commit abc173 in Figure 1a and abc456 in Figure 1b). By tracking down code evolution, we observe that:

- in the first bug fixing, the two fixed lines 12 and 34 are changed in three previous commits by two different developers Bob and Tom. Alice has no contribution to the history versions of the modified lines;

- on the contrary, in the second bug fixing, all previous commits changing line 121 and line 147 are contributed by Alice.
Based on the obvious difference of code contribution, we find that Alice is more familiar with the second bug.

Generally, our approach consists of three steps to measure the familiarity between developers and bugs, which will be detailedly described in Section 3. First, to confirm bugs and bug fixing commits, we describe the process to link the data from two databases, i.e., JIRA for bug reports and Github for code evolution history; then we track down the bug fixing commit and generate the evolution history of the modified lines in the bug fixing commits; finally we define three familiarity metrics Recent Familiarity (RF), Original Familiarity (OF) and Developing Familiarity (DF) to measure the familiarity when a developer deals with a bug, which focus on the cases that the developers recently, firstly and once contributed to the buggy lines of the bugs correspondingly. Compared with the existing metrics of human factors (e.g., the ownership metric), our proposed familiarity metrics can distinguish the cases of different bugs fixed by the same developer.¹

To examine the effects of familiarity on bug fixing, we structure our study by addressing the following four research questions (RQs):

**RQ1:** What is the distribution of familiarity metrics calculated when developers fix bugs?

We observe that in around 50% cases of bug fixing, developers deal with the buggy lines that were introduced recently (firstly or once) by themselves, according to the calculation of our proposed three familiarity metrics RF, OF and DF.

**RQ2:** Do the result of three familiarity metrics have much difference?

Based on the classification (high/low familiarity) performance of these three familiarity metrics, there are about 83% bug fixing classified into the same classes. It means that there is not much difference between the classification results of these three familiarity metrics.

¹This benefit of familiarity metrics will be detailed discussed in Section 6.3.
We choose the first familiarity metric RF as the delegate to report the result in the following research questions and present the result of the other two familiarity metrics OF and DF in the discussion part.

**RQ3:** Does the developer’s familiarity with buggy code have influence on the performance of bug fixing?

We observe that familiarity has complex effects on bug fixing: developers will fix the familiar bugs more quickly (with higher efficiency), meanwhile they are more likely to introduce new bugs when fixing familiar bugs (with worse effectiveness).

**RQ4:** Does the familiarity influence on bug fixing remain stable in different fixing periods?

We observe that the familiarity influence on bug fixing fluctuates in different fixing periods. More specifically, the familiarity influences the efficiency of bug fixing the most in around the 4th month and influences the effectiveness the most in around the 2nd month.

From the above, our study shows that during software maintenance and evolution, the developers wrote the commits that introduced the bugs, so they **borrow trouble by themselves** in the future:

- Familiarity is one of the common factors in cases of bug fixing: they are more likely to be assigned to fix the bugs introduced by themselves;
- Familiarity has complex effects on bug fixing: although they fix the bug introduced by themselves more quickly, they are more likely to introduce future bugs when fixing the current bugs.

The rest of the paper is organized as follows. In section 2 we are going to list the related work in human factors for software quality. In section 3 we describe three steps to measure our familiarity between developers and bugs. In section 4 the description of data sets and the definition of the two bug fixing indicators efficiency and effectiveness are given. In section 5 we present the
experimental results according to the aforementioned four RQs. In section 6 we make a discussion. Threats to validity of our work are presented in Section 7. Section 8 presents the conclusion.

2. Related Work

In this section, first we conduct an investigation on one of the most related work “ownership”. Furthermore, we present some studies about other human factors on software quality.

2.1. Ownership

One of the most related work is “ownership”. Bird et al. [7] used ownership to measure large-scale software development in Windows 7. In their study, the ownership was defined as the ratio of commits a developer made to a certain file. They found that high values of ownership and removal of low-expertise developers are associated with fewer defects. Fournou et al. [11] replicated Bird’s work on open source software and investigated the relation between ownership and module faults. Greiler et al. [4] extended the previous two ownership studies and defined some file-level metrics to build bug prediction models. Rahman et al. [8] defined ownership as the highest contributor ratio of the code lines modified by a single developer in a certain file, to measure its impact on software defects. They found that (a) a single developer’s contribution is prone to make less implicated code, and (b) an author’s specialized experience in a certain file is more important than his general experience. Corley et al. [12] discovered that the ownership characteristics tend to be the same between similar source code topics. Diaz et al. [13] indicated that the accuracy of IR-based traceability link recovery could be improved by code ownership information. Orru et al. [14] conducted a correlational analysis between refactoring activities and code ownership in Java software systems. In the scope of modern code review, Thongtanunam et al. [9] measured the relationship of code ownership with software quality. Sedano et al. [15] examined the factors that affect the sense of code ownership in a team.
Our work is different from previous ownership studies in two aspects.

- First and foremost, we consider that in the bug fixing, the familiarity is a relation between developer and buggy code. Compared with the ownership, the familiarity could be more adjustable and complex. For the same bug, different developers assigned to fix the bug may lead to different familiarity: as shown in Figure 1, completely familiar or completely unfamiliar developers could be assigned to fix the current bugs. Besides, our proposed familiarity metrics can distinguish the cases of different bugs fixed by the same developers; on the contrary, the ownership metric cannot (see Section 6.3 for detail).

- Second, we consider the familiarity in the line-level from the whole code evolution history of modified lines to fix a certain bug, while prior studies are working on almost file-level or just tracing on the most recent commit. We use the value of “how the developer recently, firstly, or once contributed to these modified lines before fixing” as three familiarity metrics, and check the influence of familiarity on bug fixing performance.

2.2. Other Human Factors on Software Quality

Many studies [2, 3, 6] have shown that human factors have a significant influence on software quality. Some previous studies [16, 17] indicated that with the increase of team size, the communication and coordination in the team would be worse. It may slow down the development of software and cause more defects [3, 18, 19]. The similar result was also found in Windows 7 that when more developers worked on a binary, the failures of it would increase [6, 20]. Pinzger et al. [21] used author contributions to build contribution networks to identify defect-prone modules in Microsoft Vista System. Meng et al. [22] extended the last commit to some earlier changes by repository graph to calculate authorship. Rahman et al. [10] used developer experience to predict the usefulness of code review comments. Jiang et al. [23] proposed a new bug report summarization technique with the authorship characteristics. Other
3. Research Methodology

In this section, we will discuss three steps, which are illustrated in Figure 2, to measure the familiarity between developers and bugs. First, we describe the process to link the data from two different databases JIRA for bug reports and Github for code evolution history; second, we show how to use these data to generate the evolution history of modified lines in the bug fixing commits; finally, based on the evolution history, we define three metrics to measure familiarity when a developer deals with a bug.

3.1. Linking Process

Our data is a combination of two data sets: from JIRA we extract the bug reports, and then we link them with corresponding fixing commits on Github to get the evolution history of source code.
JIRA is a proprietary Issue Tracking System (ITS), developed by Atlassian, which provides bug tracking, issue tracking, and project management functions\(^2\). From the aspect of ITS, JIRA restores bug information as bug reports. Based on these bug reports, first we can extract the **BUG ID** information in these bug reports which can help us link these bug with the fixing commit from other databases (e.g., Github). Second, we can gain **Createdtime** and **Resolvedtime** of a bug which can help us calculate how much time developers need to fix the current bug.

Moreover, to get the source code of the bug and the code evolution history, we employ another well-known database Github\(^3\) which is a web-based Git and a Version Control System (VCS). In Github, based on the commit, we can get the Commitsha from its title and the **BUG ID** from its commit message. Besides, for each fixed line in the commits, we can also extract the developer of the commits to change (fix) this line.

Finally, to synchronize the bug reports from JIRA and commits from Github, we link the bug reports of JIRA with the commits of Github, according to the same **BUG ID**s appearing in both of them. This linking process has been studied by prior studies \(^{28, 29}\). There are also many techniques to link the bug reports, and the fixing commits in a more complex way, such as ReLink \(^{30}\) and MLink \(^{31}\). However, to improve the recall of linking bug report, these techniques mentioned above may affect the precision. In this paper, with the matching of the same **BUG ID**s of bug reports and commits, we can ensure that the commits we link are all bug fixing commits.

### 3.2. Line-level History Generation

In this subsection, first we will give a brief introduction to the Github command **git log -L** used in our experiment. Furthermore, according to the code

\(^2\)https://www.atlassian.com/software/jira

\(^3\)Williams, Alex (9 July 2012). GitHub Pours Energies into Enterprise Raises $100 Million From Power VC Andreessen Horowitz. TechCrunch.
evolution history generated by the Github command, we define some symbols to facilitate the readers to understand our following experimental steps.

3.2.1. Employing Git Log to trace

After linking bug reports of JIRA to bug fixing commits of Github, we aim to use the current fixing commit to trace down the evolution history of modified lines. For each bug fixing commit, we define the modified lines (MLs) as the hunks that are modified by the developer who deals with the bug. The number \(\#\text{ML}\) of MLs is considered as a size metric to describe the workload for the developer during bug fixing.

Then, to trace the evolution history of all MLs in bug fixing commit, we employ the `git log -L` command in Github. For a chosen code line, `git log` can track back to original commit where it was first typed, and show us the whole evolution history of it\(^4\). The evolution history also can tell us the code line that is modified by which developer. The `git log` command ignores white space changes and detects copy and move, which ensures us to identify the correct code evolution history of each line. In our experiment, supposing that a commit includes several changed lines, first we record the line numbers of all the changed line. Then, for each line number in the commit, we run the `git log` command separately.

In Figure 3, we give a real-world case of code history evolution of a single line, traced by `git log -L`. The studied line is line 108 in the fixing commit ac061467..\(^5\) by developer AK for BUD FLINK-4149. We extract the code history evolution of line 108 by the following steps:

- The fixing commit deletes line 108 and adds line 206. Through the `git log` tracing, we observe that the deleted line 108 is created in the previous

\(^4\)Another code evolution analysis tool is the `git blame` command, it was more well-known and frequently used by developers\(^32\). We choose to use `git log -L` instead of `git blame`, as it gives the whole evolution history which has covered the `git blame` command.

\(^5\)For brevity, we use an abbreviation of commit IDs, which we list completely in Figure 3. This commit modified 76 lines totally, and in this case we just focus on line 108.
commit ac06146719e1061aecdc7f18c95913ac9009a711
Author: Aljoscha Krettek <aljoscha.krettek@gmail.com>
Date: Tue Jul 5 17:58:45 2016 +0200
[FLINK-4149] Fix Serialization of NFA in AbstractKeyedCEPPatternOperator
@@ -108,1 +206,1 @@
  - return new NFA<>(inputTypeSerializer.duplicate(), 0, false);
  + return new NFA<>(inputTypeSerializer.duplicate(), 0);
):

commit 57ef6c315ee7aa467d92dd4d1213dfdb74fb0
Author: Till Rohrmann <trohrmann@apache.org>
Date: Thu May 26 11:34:16 2016 +0200
[FLINK-3317][cep] Introduce timeout handler to CEP operator
@@ -109,1 +108,1 @@
  - return new NFA<>(inputTypeSerializer.duplicate(), 0);
  + return new NFA<>(inputTypeSerializer.duplicate(), 0, false);
:

commit e3759a5e65181040066dbb27866f2c1fa26347
Author: Till Rohrmann <trohrmann@apache.org>
Date: Thu Mar 31 11:35:19 2016 +0200
[FLINK-3684][cep] Add proper watermark emission to CEP operators
@@ -0,0 +109,1 @@
  + return new NFA<>(inputTypeSerializer.duplicate(), 0);
:

Figure 3: Line 108 in the commit ac061467.. is traced by git log -L, from which we construct the evolution history of it: commit ac061467..→57ef6c31..→e3759a5e..

commit 57ef6c31.. by developer TR.

- Commit 57ef6c31.. deletes line 109 and adds line 108 with a function argument “false” in function “NFA<>()”. We track from line 109 in the new commit 57ef6c31.. again.

- In the end, the whole code evolution history of fixing line 108 includes three commits, and the original commit e3759a5e.. illustrates when the buggy line was first introduced.

3.2.2. Symbols and Examples

Here, we introduce some symbols to facilitate the readers to understand our following extraction steps.

- For a given bug \((B_i)\), the fixing commit is denoted as FC\((B_i)\). For a commit \(C_i\), the developer (DEV) of \(C_i\) is denoted as DEV\((C_i)\). Hence for a bug \((B_i)\), the developer who deals with the bug is denoted as DEV\((FC(B_i))\).

The modified lines in the fixing commits of \(B_i\) is denoted as ML\((B_i)\).

\(^6\)The line number changes from 109 to 108 on account of the other changes in this commit.
For any line \( l \in \text{ML}(B_i) \), we can use `git log -L` to track the whole evolution history of \( l \) with a commit sequence starting with the fixing commit \( \text{FC}(B_i) \):

\[
\text{FC}(B_i) \rightarrow C_1 \rightarrow C_2 \rightarrow \cdots \rightarrow C_n
\]

where \( C_1, \ldots, C_n \) are the commits which modify the line \( l \) before the bug fixing, and the first commit \( C_1 \) and the last commit \( C_n \) are called the recent commit (\( \text{RC}(l) \)) and the original commit (\( \text{OC}(l) \)) respectively.

Based on these symbols, we employ three views to describe how the developer who fixed the bugs contributes to the evolution of a fixed line \( l \in \text{ML}(B_i) \):

- **Recent View.** The Recent Same DEV Lines (RSDLs) can be defined as the code lines with the same developer of the bug fixing commit and the recent commit: \( \text{DEV}(\text{RC}(l)) = \text{DEV}(\text{FC}(B_i)) \). It is the case that the developers are fixing the code line that they modified recently.

- **Original View.** The Original Same DEV Lines (OSDLs) can be defined as the code lines with the same developer of the bug fixing commit and the original commit that first created the code lines: \( \text{DEV}(\text{OC}(l)) = \text{DEV}(\text{FC}(B_i)) \). It is the case that the developers are fixing the buggy code that was firstly introduced by them.

- **Developing View.** The Same DEV Commits (SDCs) are defined as the previous commits \( C_i \) \((1 \leq i \leq n)\) with the same developer of the bug fixing commit: \( \text{DEV}(C_i) = \text{DEV}(\text{FC}(B_i)) \). It is the case that the developers are fixing the code line that was once modified by them. Moreover, \( \#\text{SDCs}(l) \) denotes the number of SDCs for the chosen line \( l \). The Same DEV Commits Ratio (SDCR(\( l \))) can be calculated as:

\[
\text{SDCR}(l) = \frac{\#\text{SDCs}(l)}{\text{the number of all previous commits changing } l}
\]

As an example, Figure 2 presents the Line-level History Generation part from the code evolution history of each line modified by the bug fixing commit.
abc123. There are 3 modified lines in commit abc123 for BUG-456, and the developer who deals with this bug is Alice. The number of the developers are 3 for Alice, Bob and Chris (names are with parentheses) in this example.

- When we track down the evolution history of line 102 (highlighted in brown), the recent commit that modified this line is commit abc101 given by Bob, and the original commit is commit abc82 given by Chris. Alice does not contribute to line 102 in the past commits, which means that line 102 is neither a RSDL nor a OSDL. Thus, we may consider that Alice is not familiar with line 102.

- For line 103 (highlighted in blue), Alice contributes to it with the recent commit (line 103 is labelled as a RSDL), which means that she is familiar with this line in the view of recent measurement.

- Finally, Alice contributes to line 134 (highlighted in purple) with the original commit (line 134 is labelled as a OSDL), which means that Alice is familiar with the created version of the buggy code line.

3.3. Familiarity Measurement

According to the code evolution history of a modified line \( l \in ML(B_i) \) in bug fixing commits, we can define three familiarity metrics to measure the developer’s familiarity with the bug \((B_i)\):

- **Recent Familiarity (RF)** - For a fixed bug \((B_i)\), RF describes how much percent of code lines are the cases that the developer is fixing the code line he or she modified recently. It can be calculated as:

\[
RF = \frac{\# RSDLs}{\# ML(B_i)}
\]

- **Original Familiarity (OF)** - For a fixed bug, OF describe how much percent of code lines are the cases that the developer is fixing the code line that they introduced firstly. It can be calculated as:

\[
OF = \frac{\# OSDLs}{\# ML(B_i)}
\]
• **Developing Familiarity (DF)** - For a fixed bug, the DF can be calculated as the average of all SDCRs of MLs:

\[
DF = \frac{\sum_{l \in \text{ML}(B_i)} \text{SDCR}(l)}{\#\text{ML}(B_i)}
\]

It shows the developer’s familiarity with the developing history of the fixed bug, based on the cases that the developer is fixing the code that they modified once.

Familiarity Measurement part in Figure 2 describes an example of calculating the familiarity metrics. In this figure, we can see that the number of RSDLs equals to 1 for line 103, and the number of OSDLs equals to 1 for line 134. Therefore, RF can be calculated as the number of RSDLs divided by the number of MLs, which equals to 1/3, while OF can be calculated as the number of OSDLs divided by the number of MLs, which equals to 1/3. The SDCR of line 103 equals to 1/1, that of line 134 equals to 1/2, and that of line 102 equals to 0/2. Thus, DF can be calculated as the average of SDCRs of line 103, line 134 and line 102: 

\[
\frac{1+1/2+0}{3}=1/2
\]

4. Experiment Setup

4.1. The Data Sets

In this study, we collect bug reports of 6 projects from Apache Software Foundation (ASF) that are all managed in JIRA ITS. The projects of Apache Software Foundation have well-structure issue tracking system in JIRA and version control system in Github. Moreover, these projects are from diverse application domains (e.g., data serialization and web application), and each of
Table 1: The 6 Studied Project

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Date</th>
<th>ML</th>
<th>Bug(A)</th>
<th>Bug(L)</th>
<th>Developer</th>
<th>Commits</th>
</tr>
</thead>
<tbody>
<tr>
<td>NiFi</td>
<td>NiFi is a software project which enables the automation of data flow between systems.</td>
<td>2014.12-2017.8</td>
<td>38K+</td>
<td>1843</td>
<td>935</td>
<td>163</td>
<td>3059</td>
</tr>
<tr>
<td>Avro</td>
<td>Avro is a data serialization system.</td>
<td>2009.4-2017.8</td>
<td>31K+</td>
<td>1094</td>
<td>926</td>
<td>414</td>
<td>1386</td>
</tr>
<tr>
<td>Bigtop</td>
<td>Bigtop is a tool for comprehensive packaging, testing, and configuration of the leading open source big data components.</td>
<td>2011.7-2017.8</td>
<td>45K+</td>
<td>2195</td>
<td>1007</td>
<td>129</td>
<td>1868</td>
</tr>
<tr>
<td>Flink</td>
<td>Flink is an open source stream processing framework.</td>
<td>2014.6-2017.8</td>
<td>182K+</td>
<td>2763</td>
<td>2740</td>
<td>399</td>
<td>7552</td>
</tr>
<tr>
<td>Tuscany</td>
<td>Tuscany is software project for developing and running software applications using a service-oriented architecture.</td>
<td>2006.4-2017.8</td>
<td>24K+</td>
<td>1993</td>
<td>672</td>
<td>27</td>
<td>3970</td>
</tr>
<tr>
<td>Wicket</td>
<td>Wicket is a lightweight component-based web application framework for the Java programming language.</td>
<td>2006.10-2017.8</td>
<td>52K+</td>
<td>5521</td>
<td>2831</td>
<td>67</td>
<td>11595</td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td></td>
<td>374K+</td>
<td>15409</td>
<td>9111</td>
<td>1199</td>
<td>29430</td>
</tr>
</tbody>
</table>
them has over 1000 bug reports in JIRA. From the source code and commits of these 6 projects in Github, we can obtain their code evolution history which can be used to calculate the familiarity metrics.

Table 1 presents the detail of the 6 studied projects. The first and second columns are the names and the description of them. The third column shows the date from the starting time of the first linked commit to the end time (August 2017) of our data collection. It shows that the project lifecycle ranges from three years to over ten years. The fourth column lists the numbers of the modified lines in all bug reports of these six projects, which are from 24 KLOC (thousands lines of code) to 182 KLOC. The fifth column shows the numbers of all bug reports (Bug(A)) available in JIRA. The sixth column lists the numbers of the linked bug (BUG(L)) that can be linked with the same BUG IDs between JIRA and Github. The result shows that, after the linking data process, most (9111 out of 15409, about 60%) of the bugs can be linked between JIRA and Github. The seventh column presents the numbers of distinct developers in the code evolution history of all linked bugs. The last column includes the numbers of distinct commits in the code evolution history of all linked bugs.

To sum up, we have totally over 9000 linked bugs. The number of commits in these bug reports’ evolution history is over 29000. These commits include over 374KLOC modified lines and involve about 1200 distinct developers. These data sets are sufficient to support our following experiment. In the following experiment, the project “ALL” represents the whole data of 6 projects and the single project name represents the data of the single project.

4.2. Fixing Efficiency and Fixing Effectiveness

In this section, to measure the familiarity influence on bug fixing, we introduce two indicators: fixing efficiency and fixing effectiveness.

**Fixing Efficiency.** From JIRA, we calculate the fixing effort of bugs as the time-window between Createdtime and Resolvedtime of them, which are widely used in previous works [33, 34, 35]. Moreover, as the number (#ML) of modified lines can be considered as a size metric to describe the workload for
the developer during the bug fixing. We calculate the fixing efficiency of each bug as average fixing effort:

$$\text{average fixing effort} = \frac{\text{fixing effort}}{\# \text{ ML}}$$

It shows that when the developer deals with a bug, in average sense how much fixing effort will be spent in fixing a single buggy line. Note that lower average fixing effort means higher efficiency.

The reason why we use the average fixing effort is that, within a project, the numbers of fixing code lines vary a lot in different bugs. To exclude the influence of the size factor on fixing efficiency, we use the average fixing effort. Moreover, in the view across projects, the differences of the numbers of modified lines may even enlarge. We also utilize the average fixing effort to compare the fixing efficiency of bugs in different projects fairly.

**Fixing Effectiveness.** From the scope view of a popular bug-introducing changes identification approach proposed by Sliwerski, Zimmermann and Zeller (“SZZ” for short) [36] and its complementary work [37, 38, 39], the bug-inducing commit is defined as the last commit of buggy code lines. This inspires us to measure fixing effectiveness by checking whether the bug fixing commit will be considered as a bug-inducing commit for a new bug in the future. If the answer is “Yes”, it means that the fixing procedure is incorrect or incomplete. The bugs with these incorrect or incomplete bug fixing commits are labelled as “re-fixed”.

Figure 4 presents an example of how to identify these incorrect or incomplete fixing commits. The old Bug ZXC-1026 in JIRA is linked with the bug fixing commit abc123 in Github. Commit abc123 modifies line 102 that is fixed by another bug fixing commit abc156 linked with a new Bug ZXC-1053. From the above definition, commit abc123 is considered as incorrect or incomplete, and bug ZXC-1026 is considered as re-fixed, which means the effectiveness of fixing ZXC-1026 is worse.
4.3. High/Low Familiarity Classification

Based on these three familiarity metrics mentioned in Section 3.3, we can classify the developer’s familiarity with a bug fixing into two classes. Specifically, we use the median values\(^\text{7}\) of three familiarity metrics RF, OF and DF in our data sets (‘ALL’ and 6 single project) to classify bug fixing into two groups as low-familiarity (equal to or less than the median) and high-familiarity (greater than the median). We argue that this progress is general and can split the data as uniform as possible in different projects, i.e., the percent of low-familiarity group/high-familiarity group is almost the same (about 50%). This uniform partition will be used to compare different influence with different familiarity classes in the following RQs of Section 5.

In the following paper, to simplify the expression of familiarity, when we say a bug fixing with high/low familiarity (i.e., in high/low familiarity group), it means that the developer who solves this bug currently is more/less familiar with the buggy code based on our familiarity classification.

\(^{7}\)The median in the dataset is the value such that half of the dataset is less than the median and half is greater than it.
5. Experiment Results

We begin with an overall statistic of the distribution of RF, OF and DF on 6 studied projects in RQ1. Moreover, in RQ2, we have an investigation on the classification difference of three familiarity metrics in high-familiarity group and low-familiarity group. Then, in RQ3, we compare the developers’ performance (i.e., fixing efficiency and effectiveness) in different bug fixing groups with high familiarity and low familiarity. Finally, we focus on whether the influence of familiarity on bug fixing is stable in different fixing periods in RQ4.

RQ1: What is the distribution of familiarity metrics calculated when developers fix bugs?

As we have extracted the whole evolution history of bug fixing to calculate the familiarity metrics, it makes sense to have an investigation on the distribu-
tion of these three familiarity metrics RF, OF and DF in the 6 studied projects.

Figure 5a gives the ratio of developers with different RF. In view of the recent commit, RF=0 (grey block) means all the modified lines that the current developer deal with are not his own recently modified code; 0<RF<1 (orange block) means that a part of the modified lines that the current developer deal with are his own recently modified code; correspondingly RF=1 (red block) means the current developer just deals with his own recently modified code.

From Figure 5a, we can find that in around 50% cases of the bug fixing, developers deal with the buggy lines that were introduced recently by themselves: (a) around 50% bug fixing (orange block plus red block in Figure 5a) are the cases that the developers fix the buggy code that includes at least one line created by themselves recently. (b) around 25% bug fixing (red block in Figure 5a) are the cases that the developer is fully fixing his own recently modified code.

From the familiarity of the original view, Figure 5b gives the ratio of developers with different familiarity measured by OF. We have observed the similar findings. The percentage of “OF>0” is around 50% (orange block plus red block in Figure 5b), which means in the view of original measurement most developers fix some of the buggy code that was firstly created by them. Although the OF=1 group is a little less than the RF=1 group, there are still 20% bug fixing (red block in Figure 5b) when the developers fix the buggy code that totally firstly created by themselves.

From the familiarity of developing history of the code line, Figure 5c presents the ratio of developers with different familiarity measured by DF. Over 60% bug fixing (orange block plus red block in Figure 5c) are the cases that the current developer once participated in the previous commits of the buggy code lines. Moreover, the 0<DF<1 (orange block) part is much larger than the corresponding part of RF and OF. It means that in the developing familiarity view, there are more developers are dealing with their own code. From the definition of DF, DF provides a long-term view, compared with the other two metrics RF and OF, which causes that for most bugs, the developers assigned to fix them contributed, but not totally, to the previous versions of bug lines.
Therefore, in Figure 5, the percent of the cases with $0<DF<1$ is much more than that of the other two metrics. Finally, there are around 10% bug fixing (red block in Figure 5c) when all the commits in evolution history are contributed by only one developer.

Familiarity is one of the common factors in cases of bug fixing. We observe that in around 50% of the bug fixing, developers deal with the buggy lines that were introduced recently (firstly or once) by themselves according to our proposed three familiarity metrics $RF$, $OF$ and $DF$. This result also indicates that, although managers lack a quantitative manner to measure the familiarity, they tend to assign familiar developers to fix the current bugs.

**RQ2: Do the three familiarity metrics have much difference?**

As we have defined three familiarity metrics $RF$, $OF$ and $DF$ in the section 3, it is essential to have an investigation on the classification of bug fixing in the view of each metric. It can illustrate whether these three metrics vary a lot from each other.

Table 2 gives the classification of three familiarity metrics on the six studied projects. In Table 2, the symbol “L” means the bug fixing has been classified into low-familiarity class, where the symbol “H” means it has been classified into high-familiarity class. In Table 2, the classification results of bug fixing are listed as triples containing “L” or “H” in the order of the classification according to $RF$, $OF$ and $DF$. If a bug fixing has been classified into the same familiarity classes with three familiarity metrics (labelled as “HHH” or “LLL”), this bug fixing will be labelled as “no difference”. The percent of the “no difference” labels tells us that most of the bug fixing activities have been classified into the same familiarity classes, which are ranged from 76% to 92% for a single project and 83% for all 6 studied projects.

---

8 The detail of classification is presented in Section 4.3.
Table 2: Detail of Three Metrics Familiarity Classification in Each Project

<table>
<thead>
<tr>
<th>Project</th>
<th>NiFi</th>
<th>Avro</th>
<th>Bigtop</th>
<th>Flink</th>
<th>Tuscany</th>
<th>Wicket</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLL</td>
<td>0.399</td>
<td>0.463</td>
<td>0.517</td>
<td>0.447</td>
<td>0.421</td>
<td>0.448</td>
<td>0.437</td>
</tr>
<tr>
<td>LLH</td>
<td>0.094</td>
<td>0.002</td>
<td>0.027</td>
<td>0.018</td>
<td>0.016</td>
<td>0.026</td>
<td>0.011</td>
</tr>
<tr>
<td>LHL</td>
<td>0.055</td>
<td>0.026</td>
<td>0.000</td>
<td>0.010</td>
<td>0.028</td>
<td>0.005</td>
<td>0.031</td>
</tr>
<tr>
<td>HLL</td>
<td>0.027</td>
<td>0.015</td>
<td>0.000</td>
<td>0.019</td>
<td>0.019</td>
<td>0.037</td>
<td>0.021</td>
</tr>
<tr>
<td>LHH</td>
<td>0.043</td>
<td>0.014</td>
<td>0.022</td>
<td>0.025</td>
<td>0.036</td>
<td>0.044</td>
<td>0.028</td>
</tr>
<tr>
<td>HHL</td>
<td>0.071</td>
<td>0.021</td>
<td>0.140</td>
<td>0.065</td>
<td>0.057</td>
<td>0.114</td>
<td>0.068</td>
</tr>
<tr>
<td>HHH</td>
<td>0.202</td>
<td>0.002</td>
<td>0.000</td>
<td>0.023</td>
<td>0.033</td>
<td>0.013</td>
<td>0.013</td>
</tr>
<tr>
<td>No difference class (LLL+HHH)</td>
<td>0.784</td>
<td>0.920</td>
<td>0.811</td>
<td>0.839</td>
<td>0.811</td>
<td>0.764</td>
<td>0.830</td>
</tr>
<tr>
<td>RF vs OF (p-value)</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>RF vs DF (p-value)</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>OF vs DF (p-value)</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

To examine the significance of the association between these familiarity classifications (i.e., RF vs OF, RF vs DF and DF vs OF), we present a statistical analysis of Fisher’s exact test [40] on the classification results of the high and low familiarity groups according to different familiarity. Fisher’s exact test calculates the p-value for evaluating the correlation of the familiarity group. In the last two rows of Table 2, the result shows that the p-values of Fisher’s exact test are very low (<0.001), which indicates that, there would be a statistically significant association between these two familiarity classifications.

In the following RQs, we choose the RF metrics as the delegate to report the result of our research. It is for three reasons:

- First and foremost, as several studied projects have long evolution history, some of them are migrated from other version control systems to Github. The bug commits with long evolution history will lose some information through migration. Thus, using the most recent indicator RF to measure the familiarity is more accurate.

- Moreover, to get the most recent indicator RF, we only need to trace one

---

*We will present the result of the other two familiarity metrics OF and DF in Section 6.1.*
step or one commit in the code evolution history. This one step tracing is applied in many previous studies [36, 37, 38, 39], which means the RF metric based on recent commit is more accessible.

- In the above analysis, we have an investigation on the difference of the familiarity metrics RF, OF and DF. The result tells us that there is not much difference in classification between them.

Based on the three familiarity metrics, there are about 83% bug fixing classified into the same classes. It means that there is not much difference between the classification of them. We choose the RF as the delegate to report our following research in RQ3 and RQ4.

RQ3: Does the familiarity have influence on the performance of bug fixing?

As we discussed in RQ1, when the developers deal with the buggy code lines, a large part of them are introduced by the developers themselves. As the above observation “familiarity is usual”, we will discuss the influence of familiarity on the performance (efficiency and effectiveness) of bug fixing.

Figure 6 shows the boxplots of the efficiency of low-familiarity and high-familiarity bug fixing. In average sense, the developers have much higher efficiency in fixing the bugs they are familiar with. Furthermore, when we check the comparison for each single project, the result shows that the high-familiarity developers also fix the bugs faster (with low average fixing effort). It tells us that the high-familiarity bug fixing has the higher working efficiency.

The efficiency (average fixing effort) of high-familiarity bug and low-familiarity bug are shown in Table 3. The first column is the project name. The second and the third columns give the average fixing efficiency to fix a high-familiarity or low-familiarity bug in each project. To compare the difference of fixing efficiency between high-familiarity group and low-familiarity group, we define Fixing Efficiency Ratio which equals to the average fixing efficiency of low-familiarity bug fixing divided by that of high-familiarity bug fixing. The fourth column shows
Figure 6: The Boxplot of Fixing Efficiency (Average Fixing Effort) in High-Familiarity and Low-Familiarity Bug fixing, Grouped by Median RF (Lower Values Means Higher Efficiency)

the result of the Fixing Efficiency Ratio. In the fifth column, we present the result of the Wilcoxon Signed-rank Test [41] (the null hypothesis states that “the efficiency of high-familiarity bug group is equal to that of low-familiarity bug group”). All the p-values are very low (< 0.05), which are conclusively rejecting the null hypothesis. Compared to the high-familiarity bug fixing, the average fixing effort of the low-familiarity bug fixing is 1.599 times higher on average for all projects.

For the measurement of effectiveness, we also calculate the re-fixed ratio of bugs in the two familiarity group. The re-fixed ratio of a group of bug fixing is defined as:

\[
\text{Re-fixed Ratio} = \frac{\text{the number of re-fixed bugs}}{\text{the number of all bugs}}
\]

Table 4 shows the re-fixed ratio of the studied 6 projects. To compare the difference of fixing effectiveness in high-familiarity group and low-familiarity group, we define a Fixing Effectiveness Ratio which equals to the Re-fixed Ratio
Table 3: Fixing Efficiency in High-Familiarity (High) and Low-Familiarity (Low) Bug fixing
(Lower Values Means Higher Efficiency)

<table>
<thead>
<tr>
<th>Project</th>
<th>High(second)</th>
<th>Low(second)</th>
<th>Fixing Efficiency Ratio</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NiFi</td>
<td>399,902</td>
<td>530,959</td>
<td>1.328</td>
<td>= 0.001</td>
</tr>
<tr>
<td>Avro</td>
<td>326,098</td>
<td>742,081</td>
<td>2.276</td>
<td>≪0.001</td>
</tr>
<tr>
<td>Bigtop</td>
<td>361,664</td>
<td>466,359</td>
<td>1.289</td>
<td>≪0.001</td>
</tr>
<tr>
<td>Flink</td>
<td>243,355</td>
<td>499,586</td>
<td>2.053</td>
<td>≪0.001</td>
</tr>
<tr>
<td>Tuscany</td>
<td>378,510</td>
<td>435,197</td>
<td>1.150</td>
<td>= 0.015</td>
</tr>
<tr>
<td>Wicket</td>
<td>402,004</td>
<td>554,320</td>
<td>1.379</td>
<td>≪0.001</td>
</tr>
<tr>
<td>ALL</td>
<td>337,997</td>
<td>540,388</td>
<td>1.599</td>
<td>≪0.001</td>
</tr>
</tbody>
</table>

of high-familiarity bug fixing divided by the Re-fixed Ratio of low-familiarity bug fixing. The result is contrast to our intuition\(^{10}\) in the view of all projects, the re-fixed ratio of low-familiarity bug fixing is 0.432 and that of high-familiarity bug fixing is 0.604. Moreover, the fixing effectiveness ratio of each project ranges from 1.200 to 2.400 (all over 1). The p-value of Wilcoxon Signed-rank Test on fixing effectiveness of high-familiarity group and low-familiarity group is less than 0.05. It tells us that when developers deal with the buggy code that they are more familiar with, the fixing effectiveness will decrease and these fixed bugs are more likely to be re-fixed in the future.

Familiarity has complex effect on the bug fixing: developers will fix the familiar bugs more quickly, meanwhile they are more likely to introduce new bugs when fixing familiar bugs.

**RQ4: Does the familiarity influence on bug fixing remain stable in different fixing periods?**

The former result shows that developer’s familiarity with fixing code has a large influence on the performance of fixing bug. In software development,

\(^{10}\)Our intuition tells us that higher familiarity may cause better fixing performance.
Table 4: Re-fixed Ratio in High-Familiarity (High) and Low-Familiarity (Low) Bug Fixing
(Lower Values Means Better Effectiveness)

<table>
<thead>
<tr>
<th>Project</th>
<th>High</th>
<th>Low</th>
<th>Fixing Effectiveness Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>NiFi</td>
<td>0.588</td>
<td>0.245</td>
<td>2.400</td>
</tr>
<tr>
<td>Avro</td>
<td>0.684</td>
<td>0.513</td>
<td>1.333</td>
</tr>
<tr>
<td>Bigtop</td>
<td>0.558</td>
<td>0.432</td>
<td>1.290</td>
</tr>
<tr>
<td>Flink</td>
<td>0.756</td>
<td>0.503</td>
<td>1.505</td>
</tr>
<tr>
<td>Tuscany</td>
<td>0.387</td>
<td>0.220</td>
<td>1.754</td>
</tr>
<tr>
<td>Wicket</td>
<td>0.501</td>
<td>0.418</td>
<td>1.200</td>
</tr>
<tr>
<td>ALL</td>
<td>0.604</td>
<td>0.432</td>
<td>1.397</td>
</tr>
</tbody>
</table>

we observe that different bugs may have different fixing periods (i.e., different resolution time required for bugs of different difficulty): for some tricky problems, developers will spend a lot of days or weeks to deal with; and for some trivial bugs, they only take several days to fix. There are many previous studies [33, 34, 42] on this topic, which construct prediction models to predict the fixing periods of the incoming bug fixing tasks. Thus, we intend to investigate whether the familiarity effect on the bug fixing remains stable as they have different fixing periods. Moreover, if it does not remain stable, it is essential to find out in which fixing period the familiarity influences the most. The result of this RQ can help team managers assign the bug fixing tasks with different fixing periods to the proper developers.

To find out the familiarity influence on bug fixing with different fixing periods, we group the studied data into 6 parts as the 1st-month (1-30 days), the 2nd-month (31-60 days), ..., the 5th-month (121-150 days), and over 5 month (≥151 days). Figure 7 shows the fixing efficiency ratio of low-familiarity divided by high-familiarity in the 6 different periods. The result tells us that the familiarity effect on bug fixing efficiency fluctuates in different fixing periods. Furthermore, the peak of the boxplots is the 4th month, which means that the familiarity has the most influence on the bugs of fixing period from the 91st
day to the 120th day. In the view of all projects, the average fixing efficiency of high-familiarity is 2.397 times (the green point of the 4th month boxplot in Figure 7) higher than low-familiarity developers during the 4th month. We also present the Wilcoxon Signed-rank Test on the data of fixing efficiency from the 4th month and the other month data. The result shows that the p-value = 0.039 < 0.05, which shows that the influence on fixing efficiency during the 4th month is significantly different from that during other fixing periods. It tells us that, to achieve the most efficient bug fixing, we should assign the bugs in this fixing period to high-familiarity developers.

Figure 8 shows the fixing effectiveness ratio of high-familiarity divided by low-familiarity in the same 6 different periods. It shows the similar trend with the measurement of efficiency: the familiarity effect on bug fixing effectiveness fluctuates in different fixing periods. Specifically, the familiarity has the most influence on the bugs of fixing period in the 2nd month (around the 31st day to the 60th day). The p-value of Wilcoxon Signed-rank Test of fixing effectiveness on the 2nd month data and the other month data is 0.004 and the effectiveness of
Figure 8: The Boxplot of Fixing Effectiveness Ratio in 6 periods

The fixing influence on bug fixing fluctuates in different fixing periods. The familiarity influences the efficiency the most in around the 4th month and influences the effectiveness the most in around the 2nd month.

6. Discussion

In this section, we start with the discussion about the influence of the other two familiarity metrics OF and DF on the performance of bug fixing. We intend to find whether these metrics have similar results with the result mentioned
above of RF metric in RQ3. Moreover, we present a case study to show re-fixed bugs and a case study to show the benefits of familiarity metrics in measuring the developer’s familiarity with buggy code. Furthermore, we exclude the confounding effects and investigate if our conclusion on RQ3 is the same. Besides, we try to give some explanations to the experiment result of developer familiarity’s effects on fixing efficiency and fixing effectiveness. Finally, we provide some recommendations for utilization of maintenance resources and improvement of software quality.

6.1. Results of the other familiarity metrics OF and DF

In Section 5, we have discussed the classification of the three familiarity metrics. At the end of RQ2, as these metrics do not have much difference from each other in classification, we choose to use RF to report the experiment result of RQ3. In this section, we conduct the same experiments under the other two familiarity metrics OF and DF.

Figure 9 shows the boxplots of fixing efficiency of high-familiarity and low-familiarity bug fixing, which are grouped by the medians of OF and DF. In
Figure 10: The Boxplot of Fixing Effectiveness in High-Familiarity and Low-Familiarity Bug Fixing, Grouped by the Median of OF and DF, (Lower Values Means Better Effectiveness)

The view of all 6 studied projects, the fixing efficiency ratio is 2.09 for OF and 1.54 for DF. It is similar to the result of RF in the previous experiment that developers with high-familiarity of the buggy code would fix the bug with high efficiency.

In the aspect of effectiveness, we also have an investigation on the re-fixed ratio in high-familiarity and low-familiarity bug fixing. Figure 10 gives the boxplots of the re-fixed ratio of the studied 6 projects. Similar to the RF result, the result of two metrics OF and DF also tells us that the developer deal with high-familiarity bugs with worse fixing effectiveness.

From above, we can conclude that the influence of OF and DF on efficiency and effectiveness of bug fixing shows similar results to that of RF.

6.2. A Case Study of Re-fixed Bug Fixing

Figure 11 presents a real case of re-fixed bugs. It shows that developer UC resolved a bug FLINK-4512\textsuperscript{11} “Add option to persist periodic checkpoints”. By linking this bug from JIRA to its commit in Github, we find that commit

\textsuperscript{11}\url{https://issues.apache.org/jira/browse/FLINK-4512}
fd410d9f.. is the kind of bug fixing commits when the developer deals with his own code. It is a bug fixing with high-familiarity where the RF equals to $333/794=0.419$, the OF equals to $325/794=0.409$ and the DF equals to 0.270. Moreover, some of the modified code lines in FLINK-4512 was fixed by another bug fixing commit for a new bug FLINK-5660 which reports that “Fix state cleanup of PendingCheckpoint”.

To conclude, in this example, the bug fixing with high-familiarity causes re-fixing, which illustrates that the bug fixing with high-familiarity is considered to have not good performance in effectiveness measurement.

6.3. Benefits of Familiarity Metrics (vs. Ownership)

Figure [12] presents a real case to show the benefits of familiarity metrics. In this case, developer TR contributes 46 lines in the file PendingCheckpointTest.java (394 lines in total). Moreover, using the buggy code’s changing history, we can calculate the familiarity metrics. When dealing with the two different bugs (bug FLINK-5085 and bug FLINK-5660) in this file, the developer TR has the same experience in ownership measurement. However, when using familiarity metrics, we can find that the developer TR’s familiarity with the bug FLINK-5085 is different from that of bug FLINK-5660 in the familiarity metrics’ view. In

---

12[https://issues.apache.org/jira/browse/FLINK-5660](https://issues.apache.org/jira/browse/FLINK-5660)
13The ownership metrics is measured by the developer’s contribution to the file.
detail, in the view of bug FLINK-5085, the RF equals to 0.25, the OF equals to 0.25, and the DF equals to 0.26, respectively. In contrast, the RF, OF and DF of bug FLINK-5660 are 0.2, 0 and 0.033, respectively. It tells that when dealing with the bug FLINK-5085, the developer has higher familiarity than dealing with the bug FLINK-5660.

To conclude, our proposed familiarity metrics can distinguish the cases of different bugs fixed by the same developers; on the contrary, the ownership metric cannot.

6.4. Excluding the confounding effects of fixing effort

In the previous RQs, we have presented the familiarity metrics’ effects on both fixing efficiency and fixing effectiveness. It is worthwhile pointing out that the fixing efficiency (i.e., average fixing effort) is a common factor that may affect the fixing effectiveness. However, we did not mention any concerns with the potential confounding effects of fixing efficiency on fixing effectiveness, which may affect even further the validity of the results. Figure 13 shows the path diagram of the confounding effect of fixing efficiency on the association between familiarity metrics and fixing effectiveness. Our familiarity metrics could be considered as an independent variable, and the familiarity metrics
may affect the dependent variable fixing effectiveness through the third variable fixing efficiency.

In this section, we first build a linear regression model to remove the confounding effect, and check whether our conclusions of the previous RQ3 (the familiarity’s effects on fixing effectiveness) will change after excluding the potentially confounding effect of the third variable fixing efficiency.

Table 5 shows the re-fixed ratio of the 6 studied projects after excluding the potentially confounding effect. In the view of all projects, the re-fixed ratio of low-familiarity bug fixing is 0.461, and that of high-familiarity bug fixing is 0.576. Besides, the fixing effectiveness ratio of each project ranges from 1.123 to 1.609 (all over 1) and the \( p \)-value of the Wilcoxon Signed-rank Test is less than 0.05. It illustrates that after excluding the potentially confounding effect, #4

---

\( \text{Suppose that } X \text{ is a familiarity metric (the independent variable) and } Z \text{ is fixing efficiency (the third variable). The linear regression model is } X = a + bZ + c, \) where \( a, b, \) and \( c \) represent the population regression intercept, slope and residual of the model. Based on the model, we calculate the sample estimates \( \hat{a} \) and \( \hat{b} \) for \( a \) and \( b \), respectively, and have the predicted estimate \( \hat{X} \) for \( X \): \( \hat{X} = \hat{a} + \hat{b}Z \). Finally, we subtract \( \hat{X} \) to remove the confounding effect: \( X' = X - \hat{X} \).
Table 5: Re-fixed Ratio in High-Familiarity (High) and Low-Familiarity (Low) Bug Fixing after Excluding the Potentially Confounding Effect (*Lower Values Means Better Effectiveness*)

<table>
<thead>
<tr>
<th>Project</th>
<th>High</th>
<th>Low</th>
<th>Fixing Effectiveness Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>NiFi</td>
<td>0.565</td>
<td>0.372</td>
<td>1.520</td>
</tr>
<tr>
<td>Avro</td>
<td>0.719</td>
<td>0.447</td>
<td>1.609</td>
</tr>
<tr>
<td>Bigtop</td>
<td>0.515</td>
<td>0.454</td>
<td>1.133</td>
</tr>
<tr>
<td>Flink</td>
<td>0.702</td>
<td>0.566</td>
<td>1.241</td>
</tr>
<tr>
<td>Tuscany</td>
<td>0.354</td>
<td>0.277</td>
<td>1.280</td>
</tr>
<tr>
<td>Wicket</td>
<td>0.489</td>
<td>0.435</td>
<td>1.123</td>
</tr>
<tr>
<td>ALL</td>
<td>0.576</td>
<td>0.461</td>
<td>1.248</td>
</tr>
</tbody>
</table>

when developers solve the bug fixing tasks that they are more familiar with, the fixing effectiveness still decrease and these fixed bugs are more likely to be “re-fixed” in the future.

Overall, our conclusion on RQ3 is mostly the same, if the potentially confounding effect of fixing efficiency is removed.

6.5. Some Explanations of Experiment Results

From the experiment results, we observe that a bug fixing with higher familiarity has higher fixing efficiency and lower fixing effectiveness. We try to give some explanations about our observation in this section.

For the fixing efficiency, some previous works analyzed the features that have effects on enhancing the fixing efficiency. Zhang et al. indicate that the “Submitter” and “Owner” are the top two important features [42] that affect the fixing effort of a bug fixing. In addition, Guo et al. observed that “Assignee” and “Opener” also have influence on bug fixing effort [44, 45]. We extend these previous studies and focus on the familiarity effort on fixing efficiency. The positive effort of familiarity on efficiency may rely on the following reasons: (a) high familiar developers may have better understanding of the local/global structure of code they contributed to; (b) high familiar developers may locate
the buggy code in the suspicious code region more quickly; (c) high familiar developers may be more experienced to adjust the buggy code, to avoid reported errors.

For the fixing effectiveness, in the previous discussion, we experiment to exclude the confounding effects of fixing efficiency and find out that the developer familiarity still has significant effects on fixing effectiveness. That means our familiarity has direct effects on fixing effectiveness. Moreover, after discussing with some project managers in industry, we try to analyze the reasons for the negative effects of familiarity on fixing effectiveness: (a) high familiarity may lead to over-confidence of developers in some cases of bug fixing: familiar developers may focus on the direct and local revision of code to avoid the errors, instead of carefully reviewing the global structure of the code and finding out the hidden causes of errors; (b) managers and reviewers may trust on familiar developers to fix the bugs, and may not consider the code change submitted by them carefully.

6.6. Additional Analysis of RQ1: Why Zero Values of Familiarity Metrics?

According to the result of RQ1, we observe many bug fixing activities are the cases that the developers deal with the code they are unfamiliar with (i.e., three familiarity metrics of them have zero values). Before discussing the reasons, we first investigate the difference of unfamiliar cases among three familiarity metrics RF, OF and DF. Compared to RF and OF, the unfamiliar percent of DF (the grey parts in Figure 5.c) is less than that of the other two metrics (the grey parts in Figure 5.a and 5.b). The reason is that DF supports a wide perspective to summarize the whole history of code change. The difference cases between DF and RF/OF are in the following two folds. Some unfamiliar cases of RF are that the developer is familiar with the code in the previous commit (not the recent one). Similarly, some unfamiliar cases of OF are that the developer is familiar with the code in the following commit (not the original one).

We try to analyze the reasons why there are many cases that developers deal with the totally unfamiliar bugs: (a) the code evolution history of some
files is not long (e.g., the number of commits for this file is small). That leads to fewer authors contributing to this file, which may improve the probability of the cases that developers are assigned to fix the bugs in the file he or she does not contribute to; (b) as mentioned in Section 1, project managers lack a quantitative manner to measure the familiarity with bug fixing, and may ignore the familiarity factor in assigning the developer to fix the bugs. That also leads to developers participating in unfamiliar bug fixing.

6.7. Results under Mean Values

In Section 4.3, we use the median values of three familiarity metrics RF, OF and DF in our data sets to classify bug fixing into two groups as low-familiarity (equal to or less than the median) and high-familiarity (greater than the median) and conduct the following experiment. In this section, we introduce another cutoff the mean values and check whether the experiment results will be changed. In detail, we will re-conduct the following three experiments.

(a) Classification Evaluation in RQ2. Table 6 gives the classification of three familiarity metrics on all the studied projects when the high-familiarity and low-familiarity bug fixing are grouped by the mean values. In Table 6 the symbol “L” means the bug fixing has been classified into low-familiarity class, where the symbol “H” means it has been classified into high-familiarity class. In Table 6, the classification results of bug fixing are listed as triples containing “L” or “H” in the order of the classification according to RF, OF and DF. If a bug fixing has been classified into the same familiarity classes with three familiarity metrics (labelled as “HHH” or “LLL”), this bug fixing will be labelled as “no difference”. The percent of the “no difference” labels for all studied projects is 0.835, which tells us that most of the bug fixing activities have been classified into the same familiarity classes.

15As mentioned above, using median is general and can split the data as uniform as possible in different projects; on the contrary, using mean may lead to imbalanced distribution of low-familiarity and high-familiarity group
Table 6: The Classification grouped by the Mean values of Three Familiarity Metrics

<table>
<thead>
<tr>
<th>Project</th>
<th>LLL</th>
<th>LLH</th>
<th>LHL</th>
<th>HLL</th>
<th>LHH</th>
<th>HLH</th>
<th>HHL</th>
<th>HHH</th>
<th>No difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>0.551</td>
<td>0.013</td>
<td>0.013</td>
<td>0.033</td>
<td>0.037</td>
<td>0.067</td>
<td>0.002</td>
<td>0.285</td>
<td>0.835</td>
</tr>
</tbody>
</table>

Figure 14: The Boxplot of Fixing Efficiency in High-Familiarity and Low-Familiarity Bug Fixing, Grouped by the Mean values of RF (Lower Values indicates Higher Efficiency)

(b) Fixing efficiency in RQ3. Figure 14 shows the boxplots of fixing efficiency of high-familiarity and low-familiarity bug fixing, which are grouped by the mean values of RF. In the view of all studied projects, the fixing efficiency ratio is 1.161. It is similar to the result of RF in the previous experiment that developers with high-familiarity of the buggy code would fix the bug with high efficiency.

(c) Fixing effectiveness in RQ3. In the aspect of effectiveness, we also have an investigation on the re-fixed ratio in high-familiarity and low-familiarity bug fixing. Table 7 summarizes the re-fixed ratio of all the studied projects. Similar to the result in RQ3, the result also tells us that the developer deal with high-familiarity bugs with worse fixing effectiveness.

From above, we can conclude that the experiment results under the new cutoff points (mean) are similar to that under the original cutoff points (median).
Table 7: Re-fixed Ratio in High-Familiarity (High) and Low-Familiarity (Low) Bug Fixing, grouped by the Mean values of RF (*Lower Values indicates Better Effectiveness*)

<table>
<thead>
<tr>
<th>Project</th>
<th>High</th>
<th>Low</th>
<th>Fixing Effectiveness Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>0.567</td>
<td>0.486</td>
<td>1.167</td>
</tr>
</tbody>
</table>

6.8. Some Recommendations

In this study, we propose 4 research questions to answer whether the familiarity influences the performance of bug fixing. The result mentioned above shows that in around 50% of the bug fixing, developers deal with the buggy lines that were introduced *recently (firstly or once)* by themselves according to our proposed three familiarity metrics RF, OF and DF. Furthermore, in average sense, the developers’ familiarity with buggy code does have influences on the performance of bug fixing. Especially in the fixing period of the 4th month, the familiarity affects the fixing efficiency the most, and in the 2nd month affects the fixing effectiveness the most. To better utilize resources and improve software quality, there are some recommendations:

- **If the bug fixing activity is urgent, manager should assign the task to developers with high-familiarity as they have high fixing efficiency.** Furthermore, from our above investigation, the fixing efficiency varies from different fixing period. Numerous previous studies [33, 34, 42] can help us predict the fixing period of bugs. Thus, through assigning the bugs with four months fixing period to developers with high-familiarity, the fixing efficiency of them will be doubled.

- **More fixing resources are recommended to be assigned to bug fixing tasks with high familiarity.** After discussing with project managers, we find that in most cases they are more concerned about the fixing effectiveness, which is an essential part of software quality [9, 46, 47]. From the result in this study, to ensure the better effectiveness of bug fixing, we recommend that managers should assign some “outsiders” to
participate in bug fixing. In other word, if the current fixing matches the pattern “developers fix the bug created by themselves”, more fixing resources are recommended to be assigned to this bug fixing task with “high familiarity”.

7. Threats to Validity

This study provides an investigation on whether the developer’s familiarity with buggy code has influence on the performance of bug fixing. However, there are some threats to validity that should be taken into consideration.

7.1. External Validity

External threats to validity are concerned with the degree to which the result of the familiarity can be generalized. In this paper, the main external threat is related to project selection. All the data sets used in our experiments are well-known open source projects of Apache Software Foundation. The changed lines and the numbers of developers are varying from project to project. Moreover, the 6 open source projects are all programmed by Java-related language. The bug fixing activity in other programming languages (e.g., Python and C) may have differences in observing the familiarity influence.

7.2. Internal Validity

Internal threats are concerned with the degree to which our conclusions can be drawn from the variables that we used in our experiment.

Fixing effort calculation. The fixing effort is calculated by \( \text{Resolvedtime} \) and \( \text{Createdtime} \) that JIRA’s bug reports provide, i.e., the time window between \( \text{Resolvedtime} \) and \( \text{Createdtime} \). The result may not be the exact time that the developer spends on bug fixing (e.g., it may ignore the inspection efforts, discussion efforts and casual time). Compared to the open-source projects, the commercial data sets may be more accurate in calculating fixing effort. This threat has also been presented in many other literatures [42, 48, 49] and remains an open challenge.
Considering only modified code. This paper calculated the three familiarity metrics by the code lines that developers modified. However, some other important factors (e.g., the discussion about bugs and the inspection of buggy code) are ignored in measuring familiarity in our study. Our results may vary when considering the above factors into measuring developers’ familiarity with bugs. To alleviate the threat, we randomly select 500 bugs from our studied 9000+ bugs, extract the comments of them, and calculate the numbers of comments as an indicator to measure the discussion about bugs, the result of our additional experiment shows that the numbers of comments are slightly negatively correlated with the effectiveness of bug fixing, i.e., more number of comments may be correlated with more probabilities to be re-fixed. Nonetheless, extension studies about applying the discussion and the inspection information are needed to validate our results.

7.3. Construct Validity

Construct threats to validity are concerned with the extent to which the variable studied measures the concept it claim to measure.

Discovering bug-inducing changes. We employed the commonly used SZZ algorithm \cite{36} to discover bug-inducing changes, which is applied in many previous studies of mining software repositories. There are many techniques to match the bug reports and the fixing commits in a more complex way, such as ReLink \cite{30} and MLink \cite{31}. However, to improve the recall of linking bug report, these techniques mentioned above may affect the precision. Besides, Le et al. proposed a novel approach to identifying bug fixing commits in Github \cite{50}. They utilized the test case of a commit and the number of change lines of a commit to determine whether a commit is a bug fixing commit. They also used the key words (i.e., “fix” and “bug fix”) to identify bug fixing commits, but excluded keywords like “fix typo”, “fix build” or “non-fix”.

In our study, to identify bugs and synchronize the two databases JIRA and Github, we use a strong constraint on linking bugs and commits that they can only be matched by the same BUG ID. This process guarantees the correctness
of our data set, but may ignore some bugs that do not show Bug ID in Github. Besides, the discovered bug-inducing changes may be not accurate in some cases (e.g., a newly detected old bug), which is a potential threat to the construct validity. Indeed, this is an inherent problem to most, if not all, studies that discover bug-inducing changes by mining software repositories, not unique to us.

**Identifying the contributors of code.** First, in a single line’s code evolution history, to determine the contributor of commits, we use the developer names to match. If a developer changed his name in the code evolution history, our matching process might cause false negative. Second, to measure the familiarity in original view and developing view, we use the metrics OF and DF. Bug commits with long evolution history will lose some information through migration, which affect the results of OF and DF. Specifically, in the view of OF, a new code line added by one developer may not actually indicate that the code is firstly introduced by the developer. This introduces the threat that the values of OF and DF may not be fully aligned with what was claimed in the definition of OF and DF. Besides, re-used (copied) code is another potential threat to identify the contributors of code. For example, if the developer (A) submits a commit of re-used code contributed by another developer (B), the re-used code is considered as the contribution of the former (A). Hence, the familiarity of the former may be overestimated. To evaluate this, we randomly select 500 bug-inducing commits from our dataset, extract the buggy code submitted by each commit and check whether it contains more than 5 consecutive lines of re-used code, i.e., more than 5 consecutive lines of code are the same in the current bug-inducing commit and a previous commit. Our result shows that only 17 out of 500 bug-inducing commits contain more than 5 consecutive lines of re-used code.
8. Conclusion

In this study, based on the evolution history of buggy code lines, we propose three metrics to evaluate the familiarity between the bugs and the developers. Our approach consists of three steps: links the bugs with the same BUG ID from both JIRA and Github; tracks down the evolution history of modified lines from a bug fixing commit; and extracts three familiarity metrics RF, OF, and DF.

Based on the experiment conducted within 9000+ confirmed bugs on 6 well-known Apache Software Foundation projects, we find that: developers are more likely to be assigned to fix the bugs introduced by themselves; they fix the bug introduced by themselves more quickly; and they are more likely to introduce future bugs when fixing familiar bugs. As a result, we recommend that manager should assign some “outsiders” to participate in the bug fixing and they should assign more maintenance resource to the bugs that developer deals with his own code.

Further work includes the following aspects: a) extending the definition of familiarity metrics; b) applying familiarity on other software activities; (c) calculating familiarity based on other factors, e.g., the discussion and inspection.
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