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A B S T R A C T

In practice, service composition and its evaluation are initiated by participant web services' functional and non-functional attributes. It often consists of functional property-based service location, non-functional property-based quality evaluation, and then a final executive plan. This scheduling process is often unfolded in a workflow framework. Generally, selecting qualified services and composing them manually are time-consuming and error-prone. In view of this challenge, a workflow framework is presented in this paper for intelligently navigating service composition. This workflow framework consists of two primary processing modules, i.e., Planning Module and CSP (Constraint Satisfaction Problems) Solving Module. Taking advantage of services' functional attributes, Planning Module aims at producing referred composite plans that play as general patterns. CSP Solving Module focuses on selecting qualified services to implement the composite plans, based on their non-functional attributes' evaluation. Finally, a case study is presented to demonstrate the validity of framework.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

A web service is a functionality module which is realized by web-accessible programs, databases, sensors, and a variety of other physical devices on the web and identified by URIs [1]. Web services can be advertised, discovered, located and invoked on the web. Generally, a service is always specified by its functional attributes, including inputs, outputs, preconditions and effects, and its non-functional attributes, e.g. cost, time, price, availability, etc. [2]. Widely available and standardized Web services make it possible to realize Business-to-Business Inter-operability by interconnecting Web services provided by multiple business partners that own demanded functional properties [3,4]. Generally, service composition is often identified by two features [1]. The first issue is typically called composition synthesis, which is about how to combine and coordinate the component services to fulfill a client's request in terms of a specification. The second issue is about service execution. In service execution, supervising and monitoring a composite service are often referred to as orchestration which concerns how to effectively coordinate services engaged in a service composition. The service orchestration could be promoted in the form of workflow paradigms, such as checkpoint selection and dynamic verification of fixed-time constraints [5,6]. This paper concentrates on the problem of composition synthesis.

With fast growing number of web services, locating appropriate services and composing them manually can become tedious, time-consuming and error-prone [3]. To make service composition automatic, semantic web technology [7] has been exploited in service description to make information about services formal and machine-understandable, which is called Semantic Web Service.

The Ontology Web Language for Services (OWL-S) [8] is the most direct outcome of the development of Semantic Web Service. It provides service advertisers with a core set of markup language constructs to describe services' properties and capabilities in a formal form. It facilitates the automation of Web services, including automated Web service discovery and composition. It divides the semantic description of a web service into three components: service profile, process model and grounding. The service profile describes what a service does by its input parameters, output parameters, preconditions and effects. The process model describes how a service works. It is either an Atomic Process that is directly executed or a Composite Process that is a combination of sub-processes. Sub-processes are either Atomic Processes or Composite Processes connected by a set of control constructs including Sequence, Unordered, Choice, If-Then-Else, Iterate, Repeat-Until, Repeat-While, Split and Split+Join. The grounding contains the details of how to access a service by specifying a communication protocol, parameters to be used in the protocol and the serialization techniques to be employed for the communication.

In practice, the service profile of OWL-S primarily describes a service's functional attributes. It lacks effective ways in dealing with a service's non-functional attributes. In practice, the services
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that have the same functions could be distinguished by its non-functional attributes. [9,2,10,11] present some ways to describe QoS criteria which could be incorporated into OWL-S. Although they are not perfect in some aspects, all those efforts aimed at making QoS description more flexible and extensible from different perspectives. These QoS descriptions, combined with the service profile, provide a complete formal description of a Web service. This paper mainly utilizes the service profile and process model to investigate an intelligent service composition. More specifically, service profile is used to describe functional attributes of a service, and process model aims at constructing a planning repository.

With unambiguous descriptions of web services, AI Planning technology was investigated and used in service composition in [12,13]. However, [12,13] did not consider QoS of composed services. These composed services can be executed directly. A typical planning technology is HTN (Hierarchical Task Network) planning [14]. SHOP2 (Simple Hierarchical Ordered Planner 2) [15], a typical HTN planner, is used in this paper to produce several plans to fulfill a user’s functional requirements, i.e. what steps should be done. In the produced plan, each instantiated operator corresponds to a set of services which have the same function described in the same service class. Compared with [12,13], our plans cannot be executed and need to be processed further.

The plans only tell what kinds of services can be used to accomplish a functionality required by a user without any further detailed non-functional information such as time, availability and so on. These non-functional requirements can help find appropriate services to fill in the corresponding instantiated operators in the plans to produce real composite services, so several rules have been designed to transfer a plan to a CSP (Constraint Satisfaction Problems) [16]. After solving CSP, appropriate services can be picked out and the corresponding composite services can be generated from the plans.

CSP-based service composition methods are used in [17–19]. But in [17,18], some evaluations about QoS such as time cannot be solved well in some circumstances because of intrinsic characteristics of SHOP2. In [19], only CSP is used to accomplish service composition. Because it lacks domain knowledge, CSP is less efficient than SHOP2 in some cases [16]. In our paper, SHOP2 concentrates on services’ functional attributes and CSP on services’ non-functional attributes. So, SHOP2 does not need to take QoS into account while it is executed to avoid intrinsic limits of SHOP2. CSP only solves QoS problems, which reduced the size of the problem in [19].

To the best of our knowledge, there is little work to incorporate SHOP2 and CSP into intelligent service composition. In this paper, we focus on investigating how to develop a workflow framework for intelligent service composition using SHOP2 and CSP. More specifically, SHOP2 takes advantage of functional attributes of services in service composition, and CSP solving aims at service selection by non-functional attributes of services.

The paper is organized as follows: In Section 2, an overview of the workflow framework is put forward for intelligent service composition. In Section 3, the components of the framework are investigated in detail. Furthermore, a case study is presented to demonstrate the feasibility of the framework in Section 4. In Section 5, related works and comparison analysis is presented. At last, some conclusions are proposed in Section 6.

2. Overview of workflow framework for intelligent service composition

The framework is illustrated in Fig. 1. It has two processing modules (Planning Module and CSP Solving Module) and three repositories (planning repository, service information library and QoS rules repository).

Planning Module is carried out by SHOP2 [15], a widely used HTN planner. SHOP2 generates the steps of each plan in the same order that those steps will later be executed, so it knows the current state at each step of the planning process. This reduces the complexity of reasoning by eliminating a great deal of uncertainty about the state of the world. And also it has a substantial expressive power to describe the corresponding functional attributes of service classes.

SHOP2 is a partial-order planner that produces total-order plans and uses domain-dependent knowledge to generate plans quickly. The domain-dependent knowledge, including operators, methods and tasks, used to tell how to decompose a task, is put in a planning repository which is designed by the experts in that field. Task is divided into two types, primitive tasks which can be accomplished by choosing one instantiated operator and non-primitive tasks which should be decomposed by choosing an appropriate method and instantiating it. The objective of SHOP2 is to produce a sequence of operators using methods to decompose tasks into smaller and smaller tasks recursively until primitive tasks which can be accomplished directly by instantiated operators. In the framework, an instantiated operator corresponds to a service class, which accomplishes the same function, so the plans produced are abstract. Also, the plans only tell how to carry out a task with no other constraints, such as QoS requirements. They cannot be executed directly after planning until appropriate service instances are selected. The number of plans is so large and some of them have strong similarity, so they can be combined and specified by Petri Net [20] for further analysis. The resulted number is much smaller and the plans are easier to be processed by a unified method.

The next step is to choose appropriate service instances for instantiated operators in the plans. This is accomplished by CSP Solving Module. The inputs of CSP Solving Module are plans produced by Planning Module and QoS requirements of users. The CSP Solving Module needs the QoS rules repository to translate plans into CSPs and then take advantage of the service information library to select appropriate service instances. Here, the functional requirements of corresponding services will not be taken into account because they are considered in the plans after planning.

The QoS rules repository consists of a set of QoS rules of different QoS criteria that can map a plan described by Petri Net to a set of CSP constraints. The service information repository has a store of information about services on the web and keeps information consistent with the Web services by periodically updating.

In CSP Solving Module, all satisfactory solutions are actual composite services that can accomplish a user’s functional and QoS requirements and can be executed directly. All composite services should be ranked by exceptional probability before submitted to the user.
3. Component developments

The main components composed in the workflow framework and their functionalities have been briefly introduced in Section 2. In this section, these components and their development will be explored in detail to demonstrate the intelligent composition mechanism of the workflow framework.

3.1. Planning module

Definition 1 (Instantiated Operator). An Instantiated Operator corresponds to a service class in a particular domain, and can be represented as:

$$o = (D, SC, In, Out, Pre, E).$$

It means that an instantiated operator o, corresponding to a service class SC in the domain D, has an input set of In, output set of Out, precondition set of Pre and effect set of E. In, Out, Pre and E correspond to input parameters, output parameters, preconditions and effects of a service described by service profile in OWL-S.

Definition 2 (Happens Before). Given a set of instantiated operators O and a binary relation set R, for each o1 and o2, where o1 \(\neq\) o2 \(\wedge\) o1, o2 \(\in\) O, o1 happens before o2 iff

1. \((o_1, o_2) \in R;\)
2. \(\exists o \in O, o_1\) happens before o and o happens before o2.

Any plan can be represented as a pair \((O, R)\), where O is a set of instantiated operators and R is a Happens Before relationship on O. This representation only includes structural information of an original plan.

Definition 3 (Dependence). In a plan \((O, R)\), an instantiated operator o1 is dependent on another instantiated operator o2 if and only if:

1. \(o_1\), Pre \(\cap\) o1, E \(\neq\) \(\emptyset\); or
2. \(o_1\), In \(\cap\) o1, Out \(\neq\) \(\emptyset\).

If o1 does not depend on o2 and neither does o2, then the relationship between o1 and o2 is called concurrency. o1 happens before o2, which means o1 is executed first, then o2. However, o2 may happen before o1, which means o1 and o2 can be executed concurrently, or o1 must be executed first, which means o2 is dependent on o1. The original sequential plans generated from SHOP2 only contain the relationship of Happens Before from which Dependence can be inferred.

According to Definition 3, it is obvious to detect the partial-order relationship implied by the plan and it is easy to get the partial-order plans from the total-order ones by the algorithm illustrated in Fig. 2. After the algorithm of Fig. 2 is applied, plan \((O, R')\) is obtained.

In some cases, \(R'\) contains redundant information. For example, if \((o_1, o_2), (o_2, o_3), (o_1, o_3) \in R'\), then \((o_1, o_3)\) can be removed from \(R'\) without loss of information about dependence, because \((o_1, o_2), (o_2, o_3)\) implies \((o_1, o_3)\). In terms of this transition relationship, dependence set of \(R'\) could be reduced to \(R_d\) which contains core information about dependencies among instantiated operators. The algorithm of reduction is illustrated in Fig. 3.

Given two plans \((O_1, R_1)\) and \((O_2, R_2)\), it is easy to get Happens Before relationship \(R_1\) and \(R_2\) on \(O_1\) and \(O_2\) respectively from \(R_1'\) and \(R_2'\).

Definition 4 (Path). A path P in a plan \((O, R)\) is \((o_1, o_2, \ldots, o_n)\) where \(o_i \in O (1 \leq i \leq n)\) and \((o_1, o_2, \ldots, o_n) \in R \times R \times \cdots \times R, n\) is the length of a path, \(o_i\) is a direct predecessor of \(o_{i+1}\) and \(o_{i+1}\) is a direct successor of \(o_i, o_1\) is the start of the path P and \(o_n\) the end. A path \(P_i\) is said to be covered by \(P_j\) iff

\[\forall o_k ((o_k \in P_i) \rightarrow \exists o_l (o_l \in P_j \wedge o_l \equiv o_k))\]
\[\wedge \forall o_i (1 \leq i \leq k)(o_i \in P_j)\).

A path is called a complete path, if it can only be covered by itself.

Definition 5 (Combinable Plans). Two plans \((O_1, R_1)\) and \((O_2, R_2)\) are called combinable if and only if for each complete path of \((O_1, R_1)\), there exists a complete path of \((O_2, R_2)\) such that the start and the end of the paths are identical, and vice versa.

Definition 5 tells that two plans that have the same start conditions and end conditions are combinable. In order to combine multiple plans into one, two important constructs are introduced in Definitions 6 and 7.

Definition 6 (AND Split/Join). That all successors will be executed only after all the precedents finish is called AND Split/Join.

Definition 7 (OR Split/Join). That only one of the successors will be executed after all the precedents finish is called OR Split/Join. That all successors will be executed after only one of the precedents finishes is called OR Join. Each path between OR Split and its corresponding OR Join has different preconditions of the first instantiated operator.

In order to present the two constructs explicitly and precisely, Petri net [20] is used to describe combined plans. A Petri net (PN) has two types of nodes, namely, places and transitions. A place is represented by a circle and a transition by a bar. Places and transitions are connected by arcs directed and connected either from a place to a transition or from a transition to a place. The number of places is finite and nonzero. The number of transitions is also finite and nonzero. Places may contain tokens. In the classic Petri Net, a place can include up to 1 token. If all places directly
Fig. 4. Instantiated operator, AND Split/Join, and OR Split/Join.

connected to a transition contain one token, the transition is enabled and can be fired.

In this framework, transitions are used to present instantiated operators of the plans. Places are used to present In, Out, Pre, E of instantiated operators. Control constructs are showed via combining places and transitions. Instantiated operators, AND Split/Join and OR Split/Join represented by Petri Net are illustrated in Fig. 4. In Fig. 4, places do not always refer to Pre, In, E or Out and moreover transitions do not always mean instantiated operators. The combination of the two types of nodes can describe AND Split/Join and OR Split/Join constructs. This kind of description is formal and easier for computer processing.

According to Definitions 5–7, combinable plans might be combined by AND Split/Join and OR Split/Join constructs. The algorithm is illustrated in Fig. 5.

In the algorithm, the termination condition is that all plans in A are maximally extended using input plans, so the plans obtained from the algorithm of Fig. 5 are called extended plans. Classifying $R_k$ into different path sets is the key to the algorithm. The paths in the same set have different starts and ends. However, the precedents of the starts of different paths in the same set must be same and the successors of the ends of the paths are identical too. Two important points should be highlighted. The first is that according to Definition 7, the difference in starts and ends is related to the difference in preconditions of the starts and effects of the ends respectively. The second is that the extended plans might have paths that are never executed. This problem cannot affect the effectiveness of the extended plans, because each path between OR Split and OR Join is associated with a probability $P$, which will be introduced later.

Definition 8 (Composite Service). In an extended plan, if each instantiated operator $o$ is substituted by a service instance in the $o$.SC, then the result is a composite service, denoted as CS.

Taking advantage of services’ functional attributes, Planning Module can produce referred composite plans that play as general patterns. In the following sections, we focus on investigating how to select qualified services to implement the composite plans, i.e. producing CS, based on their non-functional attributes’ evaluation.

3.2. QoS rules repository

QoS rules repository is used to store various QoS rules about different QoS criteria. There are QoS criteria in the framework, including five issues of time, availability, successful execution rate, reputation and price of a service.

![Fig. 5. Extended plan formation algorithm.](image-url)
For OR Split/Join structures, only one successor will be chosen to execute. Moreover, through historical data analysis, the probabilities that which successors will be chosen in later execution can be obtained (i.e. \( p_i \) for each successor \( i \)). Let 
\[ \text{OR.duration} = \sum p_i \times \text{OR.duration}. \]

Sometimes a user may put forward start time and finish time constraints on a single service. These requirements can be denoted as \([\text{Start}_{\text{req1}}, \text{Start}_{\text{req2}}]\) and \([\text{Finish}_{\text{req1}}, \text{Finish}_{\text{req2}}]\). And, the following two rules are obvious.

\[ \forall o_i \in O, \text{a} \in \text{SCs};. \text{start} \in [\text{Start}_{\text{req1}}, \text{Start}_{\text{req2}}]. \]

\[ \forall o_i \in O, \text{a} \in \text{SCs}, \text{finish} \in [\text{Finish}_{\text{req1}}, \text{Finish}_{\text{req2}}]. \]

**Definition 10 (Start Set and End Set of a Plan):** For a plan \((O, R)\):

\[ \forall o_i \in O, \text{if} o_j \in O, \text{such that} o_j \text{ happens before} o_i, \text{then the} o_i \text{ belongs to Start Set (SS)}; \]

\[ \forall o_i \in O, \text{if} o_j \in O, \text{such that} o_j \text{ happens before} o_i, \text{then the} o_i \text{ belongs to End Set (ES)}. \]

According to Definition 10, in a CS, for each \( o_i \in \text{SS} \) and its corresponding \( s_i \), \( \min(\text{SS}.o_i, \text{SCs}.s_i, \text{start}) \) exists. And for all \( o_i \in \text{ES} \), \( \max(\text{ES}.o_i, \text{SCs}.s_i, \text{finish}) \) exists.

\[ \forall o_i \in \text{SS}, \text{req}_i \in \text{CS}\left| \text{req}_i \in \text{OR}_{\text{ req1}} \right. \leq \text{Du}_{\text{ req1}}. \]

\[ \text{Du}_{\text{ req1}} \text{ is a user's requirement about the duration of a composite service. And let CS.duration denote the expression of } \max(\text{ES}.o_i, \text{SCs}.s_i, \text{finish}) - \min(\text{SS}.o_i, \text{SCs}.s_i, \text{start}). \]

**Availability issue.**

The availability \( \text{Avi}(s_i) \) of a service \( s_i \) is the probability that the service is accessible, ranging from 0 to 1. If all preconditions and inputs are available when a service is to be executed, then the service must be available. It is assumed that inputs of a service must be available if previous ones finish successfully, and cannot be available if previous ones fail. Because of uncertainties in preconditions of a service, the availability of a service is also uncertain. Preconditions may be interdependent. However, it is assumed that no precondition will depend on itself. Thus, a DAG (Directed Acyclic Graph) can be used to present the dependencies. If a precondition \( i \) depends on another one \( j \), then an arc from \( i \) to \( j \) is added. This dependency has the probability of \( p_{ij} \). Then, the availability \( p_a \) of a precondition is computed as:

\[ p_a = \sum_j p_{ai} \times p_{aj}. \]

And the availability \( \text{Avi}(s_i) \) of a service is computed as:

\[ \text{Avi}(s_i) = \prod_j p_{aj}. \]

**OR structure is dealt with as a whole, and its availability is computed by the following formula:**

\[ \text{Avi}(\text{OR}) = \sum p_i \times \text{Avi}(\text{OR}.\text{CSs}). \]

\( \text{OR}.\text{CSs} \) denotes the path from OR Split to the corresponding OR Join whose start service is service \( i \). It considers the path as a composite service \( \text{CS}_i \). This formula indicates recursive computations.

Thus, for any composite service \( \text{CS} \) in terms of a plan, the following formula can be applied for availability aggregation about \( \text{CS} \).

\[ \text{Avi}(\text{CS}) = \min(\text{Avi}(\text{OR}_k), \text{Avi}_{\text{OR}.\text{CS}s} \text{NOOR}(o_j, \text{SCs}.s_i)); \]

The rule about \( \text{Avi}(\text{CS}) \) is

\[ (10) \text{Avi}(\text{CS}) \geq \text{Avi}_{\text{req}} \]

where \( \text{Avi}_{\text{req}} \) is a user's requirement about availability.

**Issue of successful execution rate.**

The successful execution rate \( \text{Suc}(s_i) \) of a service \( s_i \) is the probability that a request is correctly responded (i.e., the operation is completed and a message indicating that the execution has been successfully completed is received by service requester), ranging from 0 to 1. The value of the successful execution rate is computed from historical data. If a service is successfully executed, the inputs of successors must be available. Because successful execution rate is only related to service's own environment (including hardware and/or software), it is reasonable to assume that each service's successful execution rate is independent on one another. OR structure is treated as a whole again, and its successful execution rate is computed using the following formula:

\[ \text{Suc}(\text{OR}) = \sum p_i \times \text{Suc}(\text{OR}.\text{CS}). \]

Thus, for any composite service \( \text{CS} \) in terms of a plan, the following formula can be applied for availability aggregation about \( \text{CS} \).

\[ \text{Suc}(\text{CS}) = \prod_{\text{OR}} \text{Suc}(\text{OR}) \times \prod_{o_j, \text{SC}s \in \text{CS} \text{OR}} \text{Suc}(o_j, \text{SCs}.s_i); \]

and the corresponding rule is:

\[ (11) \text{Suc}(\text{CS}) \geq \text{Suc}_{\text{req}}. \]

where \( \text{Suc}_{\text{req}} \) is a user's requirement about the successful execution rate.

**Reputation issue**

The reputation \( \text{Rep}(s_i) \) of a service \( s_i \) is a measure of its trustworthiness. The reputation \( \text{Rep}(\text{CS}) \) of a composite service is the average of the reputations of the services that participate in \( \text{CS} \). OR structure is treated as a whole, and its Reputation is computed using the following formula:

\[ \text{Rep}(\text{OR}) = \sum p_i \times \text{Rep}(\text{OR}.\text{CS}). \]

Thus, for any composite service \( \text{CS} \) in terms of a plan, the following formula can be applied for availability aggregation about \( \text{CS} \).

\[ \text{Rep}(\text{CS}) = 1/|\text{CS}.O'| \times \left( \prod_{\text{OR}} \text{Rep}(\text{OR}) + \prod_{o_j, \text{SC}s \in \text{CS} \text{OR}} \text{Rep}(o_j, \text{SCs}.s_i) \right); \]

and the corresponding rule is:

\[ (12) \text{Rep}(\text{CS}) \geq \text{Rep}_{\text{req}}; \]

where \( \text{Rep}_{\text{req}} \) is a user's requirement about the reputation.

**Price issue**

Given a service \( s_i \), the price \( \text{Pri}(s_i) \) of a service is the fee that a service requester has to pay for the service, usually greater than 0. Analogous analysis yields:

\[ (13) \text{Pri}(\text{CS}) \leq \text{Pri}_{\text{req}}; \]

where \( \text{Pri}_{\text{req}} \) is a user's requirement about the price and the computation of \( \text{Pri}(\text{CS}) \) is as the following:

\[ \text{Pri}(\text{CS}) = \sum_{\text{OR}} \text{Pri}(\text{OR}) + \sum_{o_j, \text{SC}s \in \text{CS} \text{OR}} \text{Pri}(o_j, \text{SCs}.s_i); \]

where \( \text{Pri}(\text{OR}) = \sum p_i \times \text{Pri}(\text{OR}.\text{CS}). \)
Inputs of CSP Solving Module are extended plans described in Section 3.1 produced by Planning Module, end user’s QoS requirements and services’ non-functional attributes. The extended plans only show how to take advantage of functional attributes of services to meet user’s functional requirements. But whether these plans can satisfy users’ QoS requirements such as time is not considered. Additionally, the plans are abstract and are not to be executed directly.

**Definition 11** (CSP), CSP is a constraint satisfaction problem which is defined as a triple \((V, D, C)\)

(1) \(V\) is a set of variables \([v_1, v_2, v_3, \ldots, v_n]\).
(2) \(D\) is a set of domains \([D_1, D_2, D_3, \ldots, D_n]\) such that \(D_i = \text{domain}(v_i)\).
(3) \(C\) is a set of constraints on the legal values for variables in \(V\).

CSP Solving Module is constituted by several steps to translate extended plans into CSP’s and to solve them to get possible composite services. Fig. 6 gives an overview of the module’s workflow.

Extended plans are firstly transferred to Evaluation Module to foresee whether these plans can satisfy a user’s QoS requirements in terms of existing service instances’ extreme non-functional attributes’ values. If not available, the plan will be discarded and will not be processed further to avoid meaningless translation and service search. Else, they will be transferred to Translation Module to convert the plans to several CSP’s according to QoS Rules introduced in the Section 3.2. After CSP’s are obtained, CSP search algorithm can be used to find appropriate service instances to fill in the instantiated operators in the plans. After that, several composite services relevant to a plan may be found. Because they are all satisfactory, ranking is needed before submitted to the end user for selection.

### 3.3.1. Evaluation

Evaluation aims to estimate the availability of an extended plan. Because of CWA (Closed World Assumption) [15], for each non-functional attribute, its minimum and maximum of a service class can be found in the service library. These extreme values of different non-functional attributes can be used for evaluation. If these extremes can satisfy a user’s requirements, the plan may be available. If not, it is just discarded. To some extent, this method can reduce unnecessary further processing and searching.

Because different non-functional attributes have different comparability, some of them are the greater, the better while others are the less, the better. All these variations are not taken into account in detail in evaluation to reduce complexity.

The algorithm is shown in Fig. 7. The input of the algorithm is an extended plan denoted as set \(O\) and the corresponding Happens Before Relation on \(O\). In order to be differentiated from real start and finish time about a service in the service information library, temporary start time and finish time are denoted as temStart and temFinish for convenience. If the procedure returns true, then the plan can be used in the next step.

**Inputs**: set \(O\), happens before relation on \(O\)

**Output**: true or false

**Procedure**

1. **Begin**
2. **Foreach** \(o_i\) in \(O\)
3. **If** no \(o_i\) happens before \(o\),
   - **Then** \(o_i\).temStart = 0;
   - \(o_i\).temFinish = \(\min(o_i, SC_i, s, duration)\);
   - put \(o_i\) where only \(o_i\) happens before \(o\) in queue Q;
   - **delete** \(o\) and the corresponding happens before;
4. **EndIf**
5. **EndForeach**
6. **While** \(Q \neq \emptyset\) do
7. **Foreach** \(o_i\) in \(Q\)
8. **If** \(o_i\).temStart = \(\max(o_i, temFinish)\)
   - **where** \(o_i\) happens before \(o\);
   - \(o_i\).temFinish = \(o_i\).temStart + \(\min(o_i, SC_i, s, duration)\);
9. **EndIf**
10. **EndForeach**
11. **EndWhile**
12. **If** \(\max(o_i, temFinish) > \text{Dur}_{av}\) or 
13. \(\Pi_{i=0}^{m} \max(Avi(o_i, SC_i, s)) < Avi_{av}\) or 
14. \(\Sigma_{i=0}^{m} \min(Pri(o_i, SC_i, s)) > Pri_{av}\) or 
15. \(1/\text{QoS}_{\text{ext}(o_i, SC_i)} \max(\text{Rep}(o_i, SC_i)) < \text{Rep}_{av}\) or 
16. \(\Pi_{i=0}^{m} \max(\text{Suc}(o_i, SC_i, s)) < \text{Suc}_{av}\)
17. **Then** return false;
18. **Else** return true;
19. **EndIf**
20. **End**
Definition 13 (Step Length). There are two substitute \( u = [u_1, u_2, \ldots, u_{n+m}] \) and \( u' = [u'_1, u'_2, \ldots, u'_{n+m}] \), the step length between \( u \) and \( u' \) is the number of different values between \( u \) and \( u' \), denoted as SL(\( u, u' \)).

The algorithm of improved CSP search algorithm is illustrated in Fig. 9. First, find one satisfactory solution. If it exists, then all satisfactory solutions around it within the Step Length Limit (SLL) should be found. These found satisfactory solutions will be inserted into a queue Q. After that, using these found satisfactory solutions, the algorithm continues finding new satisfactory solutions around each of them within step length limit, inserting them into queue Q. This process will not stop until no new satisfactory solution is found. This algorithm can effectively limit search scope.

3.3.4 Ranking

Each pair of OR Split/Join can be replaced equivalently by an imaginary service which has duration of OR.duration. OR.duration is greater than m with the probability of p. m is a critical value that makes the afterward services expired or the composite service’s certain QoS criterion unsatisfactory in terms of user’s requirements. Component services also have such p’s to indicate the probabilities of serious deviations.

Definition 14 (Exceptional Probability). The maximum of p’s is called the Exceptional Probability of a composite service.

Rank composite services according to ascending Exceptional Probabilities before they are submitted to the end user. It is assumed here that users prefer composite services of low exceptional probabilities. It is reasonable, but, of course, a user can choose any satisfactory composite service via interface.

4. Case study

Tudo Company plans to transport two equipments denoted by package1 and package2 from Nanjing to Shanghai. There are two classes of trunks available. Trunk1 can carry at least one package. It can carry not only package1, but also package2. Trunk2 can carry at most one which must be package2. The company needs stevedores to load and unload equipments. All these services are provided by the other companies. These companies advertised their services on the web. The information about these services are collected and stored in the local service information library. The local service information library is updated periodically in order to keep the information consistent with the reality. Tudo Company wants the two equipments to arrive in Shanghai in 1.5 days. The total price should not exceed 10000 dollars. All other indices should be greater than 0.9.

After all above requirements are submitted to the framework, they are first processed by Planning Module. The functional requirements are described as:

\( (\text{package-transfer package1 Nanjing Shanghai}) \)
\( (\text{package-transfer package2 Nanjing Shanghai}) \)

This kind of expression is a specialized language for SHOP2 [15]. There are 78 plans produced. One plan is showed as:

\( (!\text{load trunk2 package2}) (!\text{move trunk2 Nanjing Shanghai}) \)
\( (!\text{unload trunk2 package2}) (!\text{load trunk1 package1}) \)
\( (!\text{move trunk1 Nanjing Shanghai}) (!\text{unload trunk1 package1}) \)

Other plans have similar expressions. Some of them have common instantiated operators which are showed in different orders. This is the reason why we want to combine them using various algorithms.

All plans are covered by 9 instantiated operators listed in Table 1. O3(1) and O3(2) in Table 1 are distinguished by their preconditions and effects. Inputs and Outputs are not considered for simplicity. Effects also have preconditions which are split by ‘\(/\)’. The effects that have Minus ‘\(/\)’ mean that the condition is not indicated by the environments because of the execution of the service. The preconditions and effects involved are all numerical and listed in Table 2.

The plans constructed by instantiated operators can be combined. For dependency analysis, the algorithm of Figs. 2 and 3 can be used. For further combination, the algorithm of Fig. 5 can be used. After that, only one plan is obtained. The plan contains AND/OR constructs and is described by Petri Net. The extended plan is depicted in Fig. 10.

According to Fig. 4, it is easy to see And Split, And Join, OR Split and OR Join in Fig. 10. 0.7 and 0.3 are the probabilities with which the corresponding branches will be chosen because of uncertainty of the availability of trunks. For simplicity, preconditions and effects are not depicted in Fig. 10. Transitions with labels denote service classes.
Table 1
Instantiated operators.

<table>
<thead>
<tr>
<th>Num</th>
<th>Functionality</th>
<th>Preconditions</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1</td>
<td>Load(Trunk1, Package1, Nanjing)</td>
<td>1, 5, 9, 12, 17, 18</td>
<td>14, −17</td>
</tr>
<tr>
<td>O2</td>
<td>Load(Trunk1, Package2, Nanjing)</td>
<td>1, 7, 9, 12, 19, 20</td>
<td>15, −19</td>
</tr>
<tr>
<td>O3(1)</td>
<td>Move(Truck1, Nanjing, Shanghai)</td>
<td>1, 11</td>
<td>(14, 15)/(6, 8, −5, −7),</td>
</tr>
<tr>
<td>O3(2)</td>
<td>Move(Truck1, Nanjing, Shanghai)</td>
<td>1, 11</td>
<td>(14)/(6, −5),</td>
</tr>
<tr>
<td>O4</td>
<td>Unload(Trunk1, Package1, Shanghai)</td>
<td>2, 5, 10, 14</td>
<td>17, −14</td>
</tr>
<tr>
<td>O5</td>
<td>Load(Trunk2, Package2, Nanjing)</td>
<td>3, 7, 9, 13, 19, 20</td>
<td>16, −20</td>
</tr>
<tr>
<td>O6</td>
<td>Move(Trunk2, Nanjing, Shanghai, Package2)</td>
<td>3, 11</td>
<td>4, −3</td>
</tr>
<tr>
<td>O7</td>
<td>Unload(Trunk2, Package2, Shanghai)</td>
<td>4, 8, 10, 16</td>
<td>20, −16</td>
</tr>
<tr>
<td>O8</td>
<td>Unload(Trunk1, Package2, Shanghai)</td>
<td>2, 8, 10, 15</td>
<td>19, −15</td>
</tr>
</tbody>
</table>

Table 2
Preconditions and effects.

<table>
<thead>
<tr>
<th></th>
<th>At(Trunk1, Nanjing)</th>
<th>NoStorm(Road)</th>
<th>At(Trunk1, Shanghai)</th>
<th>RoomGE(Trunk1, 1)</th>
<th>At(Trunk2, Nanjing)</th>
<th>RoomGE(Trunk2, 1)</th>
<th>At(Trunk2, Shanghai)</th>
<th>On(Package1, trunk1)</th>
<th>At(Package1, Nanjing)</th>
<th>On(Package1, trunk2)</th>
<th>At(Package1, Shanghai)</th>
<th>On(Package2, trunk1)</th>
<th>At(Package2, Nanjing)</th>
<th>NotOn(Package1, trunk1)</th>
<th>At(Package2, Shanghai)</th>
<th>NotOn(Package1, trunk2)</th>
<th>NoStorm(Nanjing)</th>
<th>NotOn(Package2, trunk1)</th>
<th>NoStorm(Shanghai)</th>
<th>NotOn(Package2, trunk2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>At(Trunk1, Nanjing)</td>
<td>NoStorm(Road)</td>
<td>At(Trunk1, Shanghai)</td>
<td>RoomGE(Trunk1, 1)</td>
<td>At(Trunk2, Nanjing)</td>
<td>RoomGE(Trunk2, 1)</td>
<td>At(Trunk2, Shanghai)</td>
<td>On(Package1, trunk1)</td>
<td>At(Package1, Nanjing)</td>
<td>On(Package1, trunk2)</td>
<td>At(Package1, Shanghai)</td>
<td>On(Package2, trunk1)</td>
<td>At(Package2, Nanjing)</td>
<td>NotOn(Package1, trunk1)</td>
<td>At(Package2, Shanghai)</td>
<td>NotOn(Package1, trunk2)</td>
<td>NoStorm(Nanjing)</td>
<td>NotOn(Package2, trunk1)</td>
<td>NoStorm(Shanghai)</td>
<td>NotOn(Package2, trunk2)</td>
</tr>
</tbody>
</table>

Fig. 10. Extended transportation plan.

It is assumed that each instantiated operator $o_i$ corresponds to a variable $x_i$. Then the constraints in the CSP are listed in Table 3. The formulae in the left side of inequalities are inferred from the formulae in Section 3.

According to CSP constraints listed in Table 3 and the search algorithms of Figs. 8 or 9, it is apparent to find several satisfactory solutions. One of them is showed in Table 4.

The availabilities of services are related to their preconditions, and these preconditions may also be related. In all the conditions listed in Table 2, conditions 9–11 which indicate the conditions of that weather have uncertainty. However, the others must be true when the precedent services are successfully executed. Conditions 9–11 are also related. It is assumed that the probability of noStorm(Nanjing) is 0.99, then P(noStorm(Road)|noStorm(Nanjing)) is 0.99. So does the conditional probability of noStorm(Shanghai) when the weather in Nanjing and on road are not stormy. According to these probabilities, it is easy to obtain Avi’s in Table 4.

Finally, the maximum probability of unavailability of services is 0.03. If the durations of services are definite, then the exceptional probability of the composite service is 0.03.

Fig. 11 analyses the difference between basic CSP search algorithm and improved CSP search algorithm used in this example of Tudo Company. There are two kinds of coordinates included in Fig. 11. $X$–$Y$ coordinates and “First Found Satisfactory Composite Service” — “The number of Satisfactory Composite Services” coordinates abbreviated as F–T coordinates.

$X$–$Y$ coordinates roughly display the distribution of satisfactory composite services. All possible composite services are in the area of T. All satisfactory composite services scatter among areas of A, B and C. Step length between neighboring composite services in these areas is no more than 1. Step length between A and B is at least 2, and that between A and C or between B and C is 3. Point P represents a satisfactory composite service at the edge of A. If step length is set to 2, then from point P, at least one satisfactory composite service situated in area of B can be reached. If step length is set less than 2, point P can only reach satisfactory composite services in area of A.

F–T coordinates describe how many satisfactory composite services can be found from a first found satisfactory composite service located in area A, B or C indicated by F coordinate. The number is showed by T coordinate. If basic CSP search algorithm is applied, from any first found composite service, all 40 satisfactory composite services depicted by line D can be found. However, it must search the area of T to find all. Contrarily, if improved CSP search algorithm is applied and the step length is set to 1, then from a satisfactory composite service, 20 satisfactory composite services can be found if it is located in area A depicted by line F, 15 if area B by line G and 5 if area C by line H. If step length is set to 2, from point P, area B can be reached from A and vice versa. Consequently, if the first found composite service is located in area A or B, then 35 satisfactory composite services can be found described by line E, but unfortunately, only 5 satisfactory composite service can be found if the first one is located in area C. However, if step length is set to 3, all satisfactory composite services can be found, but the search area is much less than that of basic CSP search algorithm. So, the effectiveness and efficiency of improved search algorithm depend on the step length chosen and the distribution of satisfactory composite services.
5. Related work and comparison

Some efforts are in progress to establish QoS ontology. DAML-QoS [2] is an ontology for QoS using DAML+OIL, a predecessor to OWL-S. It is composed of three aspects including QoS profile, QoS property definition and metrics. It is now proceeding to OWL-S. It is easy to include links to OWL-S to describe non-functional attributes about Web services. But it is so limited in description ability in terms of absent vocabulary. QoSOnt [10] takes a layered method to establish a QoS Ontology. It also contains links to OWL-S and concentrates upon the definition of metrics and requirements matching, so it has more vocabulary and can identify the correct semantic for matching. In order to establish such ontology, QoSOnt depends on appropriate OWL tools. After that, a QoS ontology language for web services has been proposed in [9]. The QoS ontology language provides a standard and generic model for arbitrary QoS criteria. It is a flexible and inter-operable scheme to formally describe arbitrary QoS parameters. Varieties of QoS Ontologies are analyzed and an idea of a unified ontology is proposed in [11].

AI Planning is investigated in service composition. It is divided into two types: total-order and partial-order planning. Two prominent partial-order planners are SHOP2 [15] and XPlan [13] which have been studied in the field of service composition. In [12], a sound and complete algorithm is provided to translate OWL-S service descriptions into a SHOP2 domain in order to automate service composition. This approach proves to be effective. Moreover, in [13] another OWL-S service composition planner, OWLS-Xplan, is presented combining OWL-S and XPlan. Because both OWLS-XPlan and SHOP2 are based on the Closed World Assumption and use PDDL [4] for problem and domain description, HTN-DL [21] is developed, combining description logics (DLs) and SHOP2 in order to make the planner work in the Open World Assumption.

In order to make planning adapted to Open World Assumption, another way is followed in [22,23]. In [22], an action formalism based on DLs is proposed and the main advantage of such combination is that it is more expressive than the declarative fragments of situation calculus but still have efficient reasoning. In [23], this formalism is used to solve the planning problem. These methods have high complexity in inference and lack of domain knowledge. In [24], Service Dynamic Description Logic (SDDL) is proposed to represent and model the dynamic aspect of web services. But they are seldom put into practice.

Despite of these efforts, they are all partial-order method that produces total-order plans. QoS analysis meets difficulties in the face of total-order plans. However, combining non-functional requirements into planning repository faces some difficulties and complexities. In the face of those difficulties, we propose a two-step workflow framework for service composition. In our framework, SHOP2 produces plans that are abstract. Each instantiated operator corresponds to a service class and only includes functional information. Plans are combined to produce extended plans described by Petri Net. So it is sufficient to describe and analyze extended plans.

CSP-based service composition methods are used in [17–19]. In [17], a framework is proposed, combining SHOP2 with CSP for automatic service composition. After planning, the planner will produce a set of CSP’s for further selection of appropriate service instances. In [18] a CSP solver is developed for CSP Solving of [17]. The solver depends on a CSP Ontology, so it has several advantages such as flexibility, generalization. But this method only put constraints into SHOP2 domain using special constructs in order to get CSP Set after planning, so some evaluation about QoS such as time cannot be solved well in some circumstances because of the internal characteristics of SHOP2. The difficulties are detailed in [15]. In [19], only CSP-based method is used directly for service composition. But it mixed functional and non-functional attributes about services and lacked effective domain knowledge, so generally speaking, the complexity increases. In our framework, non-functional attributes are separated from functional attributes. Plans can be produced more quickly using SHOP2 with domain knowledge than using CSP. And CSP search is restricted to several service classes. After all satisfactory composite services are found, they will be ranked according to exceptional probability. According to [1] the execution of services could be promoted in the form of workflow paradigms, so how to control execution of composite services to reduce exception is not discussed here. One method can be related to scheduling and runtime adaptation of workflow in [25].

To select appropriate service instances, linear programming is used in [26]. It is based on critical path to reduce complexity. In practice, constraints are often non-linear, especially when the non-functional attributes of service instances are related. In our QoS rules, various criteria are calculated recursively (non-linear). Preconditions are related. Without critical path, AND/OR structure is considered under a unified framework.

6. Conclusion

This paper presented a workflow framework for intelligent service composition. The framework consists of two processing modules: Planning Module and CSP Solving Module. Taking advantage of services’ functional attributes, Planning Module aims at producing referred composite plans that play as general patterns. CSP Solving Module focuses on selecting qualified services to implement the composite plans, based on their non-functional attributes’ evaluation. Although this framework is put into effect in a real-life application, some technical issues such as how to set up the indispensable repositories should be discussed in our future work.
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