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Abstract

Sensors can be deployed along a road or a bridge to form a wireless sensor network with a linear topology where nodes have a spatial ordering. This spatial characteristic indicates relative locations for nodes and facilitates such functions as object tracking and monitoring in the network. We attempt to derive this ordering with RSSI (Received Signal Strength Indicator) as the only input, which does not require attaching extra hardware to the sensor nodes. This requires a method for translating RSSI into spatial constraints. There are two candidate methods in the literature. The first method uses connectivity information among the nodes to calculate their relative locations. But analysis of real-world trace data indicates that it does not work well in reality. The second method assumes that closer nodes receive higher RSSI. However, we have proved that the relative localization problem is actually NP-hard under such an assumption. Fortunately, the problem turns out to be efficiently solvable if we adopt a new observation slightly different from the above-mentioned closer-higher RSSI assumption. This observation that the closest node always receives the highest RSSI is verified by the analytical results of the same real-world trace data. We then propose a spatial ordering method based on the observation, and evaluate it through various field experiments. Results show that the proposed method achieves an accuracy of over 99%.

1. Introduction

Location information is critical for many wireless sensor networks [2,3]. Relative localization is to locate sensors with respect to each other such that the resulting locations may be up to an arbitrary rotation and translation to the ground-truth. It is often performed in scenarios where anchors are unavailable. In this paper, we consider relative localization in 1-dimensional (1-D) sensor networks. Practical 1-D networks include sensor networks deployed along a road to facilitate vehicular networks and that along a bridge for structural health monitoring [4]. We define the relative locations to be the ordering of nodes in the network field. Such ordering is important for functions like object tracking and monitoring in the network.

We target at deriving the ordering without attaching extra hardware to sensor nodes. Therefore, for the input information, we restrict it to RSSI (Received Signal Strength Indicator) only. We believe that an RSSI-based solution can be rapidly and inexpensively deployed, since RSSI is readily available in most wireless platforms. Another approach to get the ordering is to manually label the nodes during deployment. Our method can benefit this process in two aspects. First, it can help verify the ordering obtained manually. Currently, sensor motes do not contain a unique identifier in the hardware. Distinguishing between nodes is achieved by setting a node ID for each node when the node is programmed (usually by typing the ID in a command window in the case of TinyOS [5]). It is not uncommon for programmers to worry that some nodes are mislabeled, especially when there are too many of them. Second, our method can be used to re-establish the ordering in situations where node IDs are changed, which is possible during a software upgrade or when newly joined nodes result in ID collision. Though sometimes keeping track of node IDs across the change is possible, it may again contain error and our method can help detect this error. Our solution is an attractive alternative to ordering derivation in that it does not require specialized hardware and our experiments show that it has high accuracy.

A key step of our solution is to translate RSSI into spatial constraints. There are two such methods in the literature. The first is to infer connectivity information from RSSI and then assume that two nodes are connected if and only if they are within the transmission range of each other. Unfortunately, we show by real-world trace that this assumption does not always hold due to signal propagation anomaly, and the solution based on this method hardly works in practice. The second is to assume that closer nodes observe larger RSSI, which implicitly requires that closer nodes
should at least receive all signals received by farther nodes. Strictly following this assumption will fail just like the first method, we relax it by removing the implicit requirement. The relaxed version assumes that, among the nodes that have successfully received signals from the sender, larger RSSI indicates shorter distance. To see the difference, consider the situation where nearby nodes do not receive a message received by a distant node. This situation is not consistent with the original assumption, but may be consistent with the relaxed version. Unfortunately, we prove that the relative localization problem under this assumption is NP-hard to solve.

After analyzing these failures and examining the real-world data, we notice that, though closer nodes may not observe larger RSSI, the closest node usually observes the largest RSSI. This changing from “closer” and “larger” to “the closest” and “the largest” surprisingly makes a quite reliable observation, which is verified by a real-world trace data. Directly using this observation as a verification rule can already solve the problem, but its running time grows exponentially with the input size. We further study the properties of this observation and reduce significantly the number of candidate orderings that need to be verified. Our final solution runs in polynomial time.

To evaluate the effectiveness of our solution, we conduct experiments in three different roads in campus, including a straight road, a road with a right angle turn, and an S-shaped road. In each road, we deploy sensor nodes along the road and collect RSSI traces for about 2 h. Applying our solution to these traces shows that our solution works efficiently in all three roads, achieving an accuracy of over 99%. Additionally, we study the impact of other factors on the performance of our solution. These factors include inter-node distance, obstacle, and wireless interference. Results show that in some scenarios we need to collect more data to obtain the nodes’ ordering, but once we get an ordering, it matches the ground-truth in over 99% cases in all the experiments we conducted.

The rest of the paper is organized as follows. Section 2 summarizes related work. Section 3 formulates the problem. Section 4 examines two kinds of candidate solutions. We present our approach in Section 5, discuss its implementation issues in Section 6 and evaluate the approach in Section 7. Section 8 concludes the paper.

2. Related work

Localization methods can be divided into two categories: range-based methods and range-free methods [6]. Range-based methods usually assume that nodes can estimate the distance or angle, which requires extra hardware. Thus we focus on the range-free methods, which use readily available information, such as connectivity information, or RSSI.

2.1. Connectivity-based localization

The assumption about connectivity is that two nodes can hear from each other if and only if they are within a certain distance. Various works follow this assumption [7–13]. Among them, some researchers consider 1-D scenario. Bischoff et al. [12] give a range-free localization method for 1-D sensor networks. Their work has provable performance guarantee. Lotker et al. [13] give range free ranking for nodes in 1-D networks. In this approach, the two end nodes are given as anchor nodes with one flooding a message and the other terminating the flooding. During the flooding, each node computes its rank in the spatial ordering. Though having elegant theoretical foundation, these works have not been tested in practice. In this paper, we find from real-world data that connectivity information, or connectivity assumption, does not work well in solving our problem.

2.2. RSSI-based localization

Besides connectivity information, RSSI is also a popular choice for localization. The reason is that RSSI is available in most existing wireless platforms and is believed to be a “free-lunch”. At first, researchers use absolute RSSI values to estimate physical distance between nodes, which has poor quality of distance estimation and poor localization accuracy. Recently, some researchers realize that RSSI performs better when only using it to indicate near-far relationship, which leads to better solutions for localization problems [14–16]. The observation they rely on is that shorter distance results in larger RSSI. In [15], a node estimates its distance to different anchors by comparing the observed RSSI values. This information helps refine the node’s location to be within intersection of different rings. Zhong et al. [16] propose signature distance to measure the distance between neighboring nodes. The key is to characterize each node by a signature, a neighbor list ordered by their RSSI. Guo et al. [14] use a mobile beacon to locate sensor nodes. The beacon moves along designed routes and continuously broadcasts messages. Each node records the observed RSSI and compares these RSSI values to locate itself. We will examine an approach based on this observation later. We find that, in our scenario, this observation does not work well either. Recent progress in distinguishing radio paths [17] can help adapt our solution to indoor environment.

3. Problem formulation

For convenience, we use the terms “sensor”, “node”, and “sensor node” interchangeably in the rest of the paper. Since an ordering is a sequence or permutation of node IDs, the terms “ordering”, “sequence”, and “permutation” are used interchangeably in this paper.

There are n sensor nodes 1, 2, …, n deployed along a line. Sensors take turns to broadcast messages, with each message containing a sender ID and a sequence number. Upon receipt of a message, a sensor will read the RSSI of this message and record a tuple (sender, seq, receiver, rssi), where sender and seq are the sender ID and the sequence number from the message respectively, receiver is the current sensor’s ID and rssi is the RSSI of the received message. We initiate all sequence numbers to be 0 and repeatedly increase them by 1. Consequently, each sequence number corresponds to a collection of tuples. We refer to such a collection with sequence number s as “sample s of the network status”, or simply “sample s’. A sample can be represented by an n × n matrix S with each row corresponding to a sender, each column corresponding to a receiver, and the data field being the corresponding RSSI. This matrix can be asymmetric due to packet loss or different transmission power. Fig. 1 illustrates a sample of a 4-node network.

Samples are the input information for our problem. There are several remarks on a “sample”. First, the broadcast messages in the above process can be replaced by normal messages, since we do not rely on the content of the messages. This reduces the
communication overhead. Second, the notion of sample does not necessarily imply centralized processing. It is a summary of input information, and is simply for the ease of presentation. As we can see later, it is possible to use a distributed algorithm. Third, each sample corresponds to a problem instance. Obviously, we can merge several samples to a single one by taking the average, but the resulting sample corresponds to one problem instance.

On the other hand, the output should be the spatial ordering of sensor nodes. This spatial ordering is a permutation of node IDs that reflect nodes’ physical locations. We denote such an ordering by \( \pi \) with \( \pi(1), \pi(2), \ldots, \pi(n) \) representing the node IDs along the line. Here we consider an ordering \( \pi \) and its reversion \( \pi(n), \pi(n - 1), \ldots, \pi(1) \) as the same. Our problem can be summarized as follows.

**Problem 1.** Given a sample \( S \) of the network status, find the spatial ordering \( \pi \) of sensor nodes.

The key to solve this problem is how to translate the given sample into spatial constraints. We will examine two existing approaches (for translating samples into constraints), study the resulting new problems, and propose our own approach.

Due to the unpredictable nature of wireless signal propagation, no algorithm can guarantee generation of correct ordering for all inputs. In cases where an algorithm cannot find any ordering or cannot distinguish between several orderings based on the input, we allow it to output a null instead of randomly picking one possible ordering as output. This design is due to the belief that no information is better than wrong information. Consequently, possible answers of Problem 1 include a wrong ordering, a correct ordering, and a null. We would like an algorithm to give an ordering for as many inputs as possible and, if it outputs an ordering, the ordering matches the ground-truth with high probability. To this end, we design the following two performance metrics for evaluating an algorithm:

1. **reliability**, \( \eta_g = n_0/n_s \), where \( n_0 \) is the number of samples on which the algorithm gives non-null answers and \( n_s \) is the total number of samples.
2. **accuracy**, \( \eta_a = n_0/n_s \), where \( n_0 \) is the number of samples on which the algorithm gives the correct ordering.

We prefer high reliability and high accuracy. Higher reliability means that more samples yield non-null answers, given a certain number of samples as input. Thus, on average, the algorithm requires less samples to derive an ordering (i.e., non-null answer). Higher accuracy means that a non-null answer (ordering) returned by the algorithm matches the ground-truth with higher probability. We will use these two metrics to examine solutions derived from existing works and our solution.

4. Candidate solutions

We motivate our solution by considering two kinds of candidate solutions. These solutions differ in how to translate RSSI information into spatial constraints. For preliminary evaluation, we use a real-trace from the literature [16], where 54 nodes are placed in a line.

4.1. Connectivity-based solution

Two nodes are said to be connected if they can receive messages from each other. We can translate RSSI information directly into connectivity information. For an RSSI sample, two nodes are connected if and only if they have RSSI records from each other in the sample. For the sample in Fig. 1, we can find that the following node pairs are connected: \{(1, 2), (1, 3), (2, 3)\} and \{(3, 4)\}. Note that nodes 2 and 4 are disconnected since node 4 cannot receive messages from node 2.

The key assumption translating connectivity information into spatial constraints is that two nodes are connected if and only if they are within a certain distance from each other. This distance is usually referred to as the transmission range. Without loss of generality, we assume that this distance is 1. We can now formally define the problem.

**Problem 2.** Given an undirected connectivity graph \( G = (V, E) \) where \( V \) is the set of nodes deployed along a line and \( E \) is the set of edges indicating connectivity between nodes, find an ordering \( \pi \) of nodes such that there exist node locations \( f : V \rightarrow \mathbb{R} \) satisfying both \( (1) f(\pi(i)) \) is increasing with respect to the increase of \( i \); and \( (2) \) for any \( u, v \in V. (u, v) \in E \) if and only if \( |f(u) - f(v)| < 1 \). The first condition requires that \( f \) follows ordering \( \pi \) and the second condition realizes the connectivity assumption. Though seemingly hard, this problem can actually be solved in linear time by the following transformation.

The problem can be transformed to the recognition of unit interval graph [18]. A graph \( G \) is a unit interval graph if and only if we can find a set of unit intervals in a real line such that each interval represents a distinct vertex in \( G \) and two intervals have intersections if and only if the two corresponding vertices are connected by an edge in \( G \). It is straightforward (by definition) to prove the following theorem.

**Theorem 1.** Given an instance of Problem 2, there exists an ordering \( \pi \) satisfying the conditions if and only if \( G \) is a unit interval graph. In addition, the ordering of the intervals in \( G \)’s any unit interval representation satisfies the conditions.

Finding a unit interval representation of \( G \), on the other hand, can be solved by a very simple and efficient algorithm [18]. This algorithm is based on the following characterization of unit interval graphs [18]: A graph \( G = (V, E) \) is a unit interval graph if and only if there is an ordering of \( V \) such that for all \( x < y < z, xz \in E \Rightarrow xy,yz \in E \). The algorithm then uses lexicographic breadth-first search, a variant of breadth-first search, three times to find such an ordering. Based on Theorem 1, this found ordering is just the node ordering we want to derive. Now we have our first solution summarized in Algorithm 1, where we first generate the connectivity graph and then use the algorithm in [18] to find the ordering.

**Algorithm 1:** Ordering_by_connectivity

Input: \( S \), a sample of the network condition
Output: \( \pi \), nodes’ ordering

1. **begin**
   2. Generate the connectivity graph \( G = (V, E) \) from \( S \) such that \( V = \{1, \ldots, n\} \) and \((u, v) \in E \) if and only if both \( S(u, v) \) and \( S(v, u) \) are not empty.
   3. Run the 3-sweep LBFS algorithm proposed in [18] with \( G \) as the input.
   4. If the algorithm finds a unit interval representation for \( G \), set \( \pi \) as the corresponding ordering of nodes; otherwise, set \( \pi \) as null.
5. **end**

Algorithm 1 does not work when applied to real-world trace. One may expect that we will get high reliability but low accuracy for this approach. Indeed, since connectivity information cannot distinguish neighbors, there could be multiple orderings satisfying
the constraints besides the correct one, resulting in high reliability. On the other hand, randomly outputting one of the satisfying orderings results in low accuracy. In practice, it turns out that Algorithm 1 has 0% reliability, i.e., it cannot find even a single ordering (either correct or wrong). In other words, the resulting connectivity graph for every sample is, in fact, not a unit interval graph.

The reason is that connectivity assumption does not hold in the trace. In both the trace and our experiments, we consistently observe a phenomenon that we refer to as propagation anomaly. Specifically, some farther nodes successfully receive signals from the sender, but some closer nodes do not. It is “anomaly” since we expect that closer nodes can always receive the signals given that farther nodes can receive them. Obviously, propagation anomaly is not consistent with the connectivity assumption, causing the failure of Algorithm 1. Thus, any assumption inconsistent with propagation anomaly will fail in the same way. We conclude that the connectivity assumption is not suitable for our problem.

4.2. RSSI-based solution

The second approach relies on the following assumption: The closer a node is to the sender, the stronger signal it receives. This assumption uses more information than the connectivity approach, and it has been utilized in localization scenarios in several works [15,19,16].

Unfortunately, schemes under this assumption are unable to deal with propagation anomaly mentioned before. To see this, note that the assumption implicitly requires closer nodes to receive signals received by farther nodes. If we use this assumption directly, the resulting algorithm will also have 0% reliability just like Algorithm 1. Thus, we need to fix this assumption. To make it accommodate propagation anomaly, we change the assumption to be: Among the nodes that receive signals from the sender, the stronger signal a node receives, the closer the node is to the sender.

This new assumption has the following properties. First, it can accommodate propagation anomaly: if a node does not receive signals from a sender, then there is no requirement on its distance to the sender. Second, if two nodes both receive the signal but observe the same RSSI, then there is still no requirement about their distances to the sender. We note that, in practice, it is not uncommon for two nodes to observe the same RSSI value due to accuracy limitation. RSSI is an 8-bit integer at most sensor motes, and it is usually within a smaller range in practice. (The range is [96–52] for all sensors in Section 7.1.1.)

Using this assumption to infer the ordering, however, is very difficult. We formalize the spatial ordering problem under this assumption as follows and will prove that this problem is actually NP-hard.

Problem 3. Given a sample S, find an ordering π of nodes such that there exists a mapping f : V → R satisfying both (1) f(π(i)) is increasing with respect to the increase of i; and (2) for any i, j, k such that both S(i, j) and S(i, k) are not missing, if S(i, j) > S(i, k), then f(i) − f(j) < f(i) − f(k).

Again, the first constraint requires that f follows ordering π. The second constraint realizes the assumption. The decision version of this problem is as follows.

Problem 4 (Decision Version of Problem 3). Given a sample S, does there exist a mapping f : V → R such that for any i, j, k ∈ V where both S(i, j) and S(i, k) are not missing, if S(i, j) > S(i, k), then f(i) − f(j) < f(i) − f(k)?

Regarding the hardness of this problem, we have the following theorem.

Theorem 2. Problem 4 is NP-hard.

Proof. We prove the theorem by reduction from the Betweenness problem which is known to be NP-hard. It is defined as follows.

Definition 1 (Betweenness [20]).

Given a finite set A, a collection C of ordered triples (a, b, c) of distinct elements from A, is there a one-to-one function g : A → {1, 2, . . . , |A|} such that for each (a, b, c) ∈ C, we have either g(a) < g(b) < g(c) or g(c) < g(b) < g(a)?

Given an instance of the Betweenness problem, construct the following instance of Problem 4. For each a ∈ A, construct a group of k_a + 1 vertices (nodes) a_0, a_1, a_2, ..., a_k_a in V where k_a is the number of occurrences of a in C. This construction yields |V| = 3|C| + |A|.

For each (a, b, c) ∈ C, suppose this is the i-th occurrence for a, j-th for b, and k-th for c. (i, j, k start from 1), then set S(a_i, a_j) = 1, S(a_i, c_k) = 0, S(c_k, b_j) = 1, S(c_k, a_0) = 0. Finally, for each a ∈ A, set S(a_0, a_i) = 1 for all i ≥ 1; S(a_0, b_j) = 0 for all b ̸= a and j = 0, ..., k_a. All other elements of S are missing. This construction can be done in polynomial time. To see this, note that |V| = 3|C| + |A| and |S| = |V|^2. Both are polynomial in |A| and |C|. Now we prove that the original Betweenness instance has a function g if and only if the constructed instance has a mapping f. Suppose there is a one-to-one function g for Betweenness instance. Then consider the following f. For each a ∈ A and i = 0, ..., k_a, let f(a_i) = g(a). We will verify that f is the desired mapping. Consider any a_i, b_j, c_k such that S(a_i, b_j) > S(a_i, c_k). If i = 0, then b = a and c ̸= a so that f(a_i) − f(b_j) = 0 and f(a_i) − f(c_k) ≠ 0. It holds trivially that |f(a_i) − f(b_j)| < |f(a_i) − f(c_k)|. Otherwise (i ̸= 0), then (a, b, c) ∈ C so that either g(a) < g(b) < g(c) or g(c) < g(b) < g(a). Therefore, |f(a_i) − f(b_j)| = |g(a) − g(b)| < |g(a) − g(c)| = |f(a_i) − f(c_k)|.

On the contrary, suppose there exists a mapping f for the Problem 4 instance. Then set the function g as follows. For each a ∈ A, set g(a) = |{b ∈ A | f(b_j) ≤ f(a_i)}|, i.e., the rank of a_0 among (b_j | b ∈ A) under f. We show that g is the desired function. On one hand, f has a special property. For any a, the vertices a_0, ..., a_k_a are consecutive under f, i.e., there does not exist b ̸= a and j ≥ 0 such that f(b_j) is between f(a_i) and f(a_j) for some i, j. This is because we have set S(a_0, a_i) = 1 for all i and S(a_0, b_j) = 0 for all b ̸= a. This special property implies that, if there exist some a_i, b_j, c_k for distinct a, b, c such that f(b_j) is between f(a_i) and f(c_k), then f(b_j) is definitely between f(a_i) and f(c_k). On the other hand, for each (a, b, c) ∈ C, there exist three vertices a_i, b_j, c_k such that S(a_i, b_j) > S(a_i, c_k) and S(c_k, b_j) > S(c_k, a_i). These two inequalities will force f(b_j) to be between f(a_i) and f(c_k). Consequently, f(b_j) is between f(a_0) and f(c_k) so that g(b) is between g(a) and g(c). □

We exclude this solution from further consideration for three reasons. First, there does not exist a polynomial algorithm to solve the resulting problem, unless P = NP. What we currently can do is to use a brute-force search to check all possible permutations. (For any permutation, we can verify whether it is consistent with the assumption by linear programming.) But its running time is prohibitive. Second, although we do not exclude the possibility of approximation algorithms, the exact definition of approximation is beyond the scope of this paper. Third and most importantly, we find that a new observation helps us come up with a solution which runs in polynomial time and works very effectively in practice. We present the observation together with the solution in the next section.

5. Deriving the ordering efficiently

Inspired by the candidate solutions, we study the relationship between signal strength and distance. In this section, we present our new observation and describe how to design an efficient algorithm based on this new observation.
5.1. A new observation

Recall the dataset [16] we used in Section 4, which is collected from 54 sensors deployed along a line. We divide each node’s neighbors into two groups according to their physical locations: left side neighbors and right side neighbors. For each group, we sort these nodes by RSSI values in descending order and refer to this sorted list as RSSI ordering. Since there are 54 nodes in the network, we have $2 \times 2 \times 52 = 106$ RSSI orderings. To see this, note that the two end nodes have either right side neighbors or left side neighbors but not both, resulting in two RSSI orderings; the rest nodes have both left side neighbors and right side neighbors, contributing $2 \times 52$ RSSI orderings. Then, we check each RSSI ordering to see whether it reveals the true distance relationship.

Fig. 2(a) shows that over 99% RSSI orderings find the nearest neighbor (rank 1 in the RSSI ordering) correctly. This percentage decreases as the increase of rank. Less than 80% RSSI orderings tell correctly about the 4th nearest node to the sender. Therefore, it is highly probable that in certain direction from the sender, the nearest node observes the best signal. When nodes are far away from the sender, it is less reliable to infer their near-far relationship by comparing RSSI values. Actually, this is reasonable if we consider the process of signal propagation. Signals spread during propagation and become weaker and weaker. The same noise level can influence weaker signals more easily. As a result, the RSSI ordering becomes less reliable in differentiating distant neighbors.

Our observation is as follows. Among the nodes in the same direction from the sender, the closest node observes the best signal. This property has also been verified in our experiments. For example, Fig. 2(b) shows the correct percentage for our data collected from a sensor network with 18 nodes deployed along a straight road (details can be found in Section 7.1.1). Though less than 70% RSSI orderings correctly identify the second closest node, more than 98% RSSI orderings find the closest neighbor.

We compare this observation with the two candidate solutions described in Section 4. First, this observation uses more information than the connectivity approach in that it explores the magnitude of signal strength. Second, it is weaker than the connectivity approach in that this observation allows propagation anomaly in some way. In a certain direction from the sender, as long as the closest node receives the strongest signals, it does not matter whether other nodes in this direction receive signals or not. Thus, the propagation anomaly can exist among distant nodes. Third, it is simpler than the second candidate solution in that only the two closest nodes, each for a direction from the sender, are required to observe a certain signal strength. As we can see later, this observation leads to a polynomial-time solution.

5.2. A Naive exponential-time algorithm

The straightforward solution is to use our observation as a verification rule. Given a permutation of nodes, we can verify whether this permutation is consistent with the input under our observation. Unlike the second candidate solution, this verification can be done easily without linear programming.

For ease of presentation, we transform the input information, a sample, into an ordering matrix as follows. For node $i$, we sort all other nodes in descending order according to their observed signal strength from that node. The sorted list, after removing nodes that do not receive signals from node $i$, is node $i$’s neighbor list, denoted as $\mathcal{N}_i$. The ordering matrix is defined to be the set of all neighbor lists. Following this definition, the top of Fig. 3 shows the ordering matrix for the sample in Fig. 1.

An algorithm follows easily. Given an ordering matrix, we use a brute-force search to check all permutations of nodes. For any permutation, we verify its consistency with the ordering matrix by iterating over all nodes. In each iteration, we focus on a distinct node, divide other nodes into two groups, left-side group and right-side group, according to the given permutation, and check each group in the focused node’s neighbor list to see whether our observation holds. If all iterations pass the checking, we conclude that the given permutation is consistent with the ordering matrix. For the ordering matrix in Fig. 3, it is consistent with the permutation 1–2–3–4. However, it is inconsistent with the permutation 2–1–4–3. To see this, note that node 1’s right-side group consists of nodes 3, 4 where the closest one is node 4, while in permutation 1–2–3–4, node 3 is the closest in this group.

The worst-case running time of this algorithm is $O(\epsilon n^2)$, making it impractical even in medium-sized sensor networks. We explore other properties of our observation to speed up the algorithm.

5.3. A polynomial-time algorithm

The exponential running time of the straightforward solution is mainly resulted from unnecessary checking. For example, if a subsequence 1–2–3 cannot pass the checking because $\mathcal{N}_2$ states that node 1 observes stronger signal than node 2, then all sequences containing this subsequence cannot pass the checking either. We have the following lemma regarding a valid permutation.

$$\alpha_1 \geq \alpha_2 \geq \alpha_3 \geq \alpha_4$$

The ordering matrix (top) for the sample in Fig. 1 and two permutations of nodes (bottom).

Fig. 3.
An efficient algorithm follows. It consists of two parts. The first part is in Algorithm 2, which finds candidate orderings, and the second part is in Algorithm 3, which verifies each candidate ordering’s consistency and outputs the final result. We describe each part in detail. Given a node, Algorithm 2 finds the permutation in Lemma 2 that can be consistent with the ordering and starts with the given node. This is done by following Lemma 1. We iteratively include a node in the permutation until all nodes are included. Before each iteration, there is one node occurring in the current ordering matrix and already included in the permutation. During the iteration, we infer from this node’s neighbor list the adjacent node, include this adjacent node in the permutation (Line 5), delete the old one from the ordering matrix (Line 6), and prepare for the next iteration (Lines 7–8). If this process cannot proceed, then no desired permutation exists (Lines 9–11). In the algorithm, the notation \( O \setminus \{i\} \) means to delete node \( i \) from the current ordering matrix \( O \). Outputting null means that there is no permutation that begins with the given node and is consistent with the ordering matrix.

### Algorithm 2: find_the_permutation

**Input:** \( O \), an ordering matrix; \( i \), a node

**Output:** \( \pi \), a permutation of nodes

```plaintext
1 begin 
2 \( \pi(1) \leftarrow i; j \leftarrow 2; O \leftarrow O \setminus \{i\}; \)
3 while \( j \leq n \) do 
4     if \( \alpha_i \neq \emptyset \) then 
5         \( \pi(j) \leftarrow \) the first element of \( \alpha_i; \)
6         \( O \leftarrow O \setminus \{i\}; \)
7     \( i \leftarrow \pi(j); \)
8     \( j \leftarrow j + 1; \)
9 else 
10     \( \pi \leftarrow \) null; 
11     break; 
12 end
```

The second part is straightforward. We enumerate all nodes, find for each node the corresponding candidate permutation by Algorithm 2, and verify this candidate permutation by running Algorithm 2 again as suggested by Theorem 3. Algorithm 3 summarizes the whole process, and is our final solution to Problem 1. There is one additional issue during the design of Algorithm 3. We have known that some sample may not give an ordering (either correct or wrong). In practice, some may give multiple orderings simultaneously. For example, the ordering matrix in Fig. 4 is consistent with two permutations simultaneously. In this case, we again output a null due to the inability to distinguish between the correct one and the wrong one (Lines 12–14 in Algorithm 3).

### Algorithm 3: Ordering_derivation

**Input:** \( S \), a sample of the network condition

**Output:** \( \pi \), nodes’ ordering

```plaintext
1 begin 
2 let \( O \) be the ordering matrix of \( S \)
3 \( \pi \leftarrow \) null 
4 candidates \( \leftarrow \) \{1, \ldots, n\} 
5 while candidates \( \neq \emptyset \) do 
6     Pick \( i \) and remove it from candidates 
7     \( \pi' \leftarrow \) find_the_permutation\( (O, i) \)
8 if \( \pi' \neq \) null then 
9     \( j \leftarrow \pi(n) \)
10 if \( \pi' \neq \) null and \( \pi'' \) is reversion of \( \pi' \) then 
11 remove \( j \) from candidates 
12 if \( \pi'' \neq \) null then 
13 \( \pi \leftarrow \) null 
14 return 
16 else 
17 \( \pi \leftarrow \pi' \)
18 end
```
The running time of Algorithm 3 is shown in the following theorem.

**Theorem 4.** Algorithm 3 can be implemented to run in \( O(nm) \) time where \( n \) is the number of sensor nodes and \( m \) is the number of non-missing elements of the given sample.

**Proof.** The key is to implement Algorithm 2 to take samples as input, instead of ordering matrices. This avoids the time-consuming step for transforming samples into ordering matrices at Line 2 in Algorithm 3. In the implementation of Algorithm 2, we maintain a bit vector to indicate which node has been included in the permutation, i.e., has been “deleted” in Line 6. In this case, when executing Line 5, we find the first node in \( z_i \) that is not marked; when executing Line 6, we simply mark the corresponding bit in the bit vector. Since each element in the input sample is visited at most once, the running time of Algorithm 2 is linear in the size of the sample. To this end, we use linked lists, instead of arrays, as the data structure for the given sample. The resulting number of elements in the lists should be \( O(m) \). Therefore, Algorithm 2 runs in \( O(m) \) time. It follows that Algorithm 3 runs in \( O(nm) \) time, since it calls Algorithm 2 at most \( O(n) \) times. \( \square \)

### 6. Implementation issues

We first solve two problems encountered during implementation, i.e., how to collect a sample and how to merge several samples. Then we discuss distributed implementation.

There are two issues in collecting a sample from the network to the sink node. First, in Section 3, we assume nodes can take turns to broadcast messages so that the collected tuples will have the same sequence number. However, in practice, it is difficult to control such order. A natural solution is to design a token-based scheme. A token is transmitted in the network and a sensor can broadcast only if it possesses the token. There are new challenges incurred such as how to distribute the token and how to deal with token loss. To avoid such problems, we drop the requirement on controlled broadcasting. Instead, we let nodes broadcast by themselves, using CSMA/CA to avoid collision. The key is to group tuples according to a \((\text{sender, seq})\) pair such that each group corresponds to the same sender and the same sequence number. Then each group can contribute a row to the network sample matrix. We can verify that, as long as all nodes have broadcast a message, this uncontrolled approach can also generate a sample. Second, any data collection protocol, such as CTP [21], can be used to collect all tuples to the sink node, which then executes Algorithm 3 and gives the ordering. If the current sample cannot generate an ordering, a new sample should be collected. In many scenarios such as structural health monitoring applications, the network is designed to periodically collect data to the sink. In this case, the tuples can be piggybacked in regular transmissions to reduce overhead.

Because of probabilistic wireless propagation, a sample may not be consistent with any ordering due to packet loss or noise. To this end, we propose to smooth several samples by taking element-wise average of non-missing values. Formally, given \( k \) samples \( S_1, S_2, \ldots, S_k \) to be smoothed, the resulting sample \( S \) is computed by setting element \( S(i,j) \) for \( 1 \leq i,j \leq n \) to be the average of the multiset \( \{ S_t(i,j) | 1 \leq t \leq k, S_t(i,j) \neq \text{X} \} \), where \( S_t(i,j) \) is the RSSI corresponding to sender \( i \) and receiver \( j \) in sample \( S_t \), and \( \text{X} \) is a symbol indicating missing values. Line 6 of Algorithm 3 is modified to do the smoothing. The influence of the parameter \( k \) on the performance of our algorithm will be studied in the next section, which indicates that two or three can already yield satisfactory results.

**Algorithm 3** can be adapted to a distributed algorithm. At first, each node is marked as a candidate node and this mark will be removed finally. Any node with this mark can initiate an iteration to find a consistent permutation. Once a node initiates an iteration, we remove its candidate mark, make it broadcast a message, and let other nodes acknowledge this message together with the corresponding RSSI readings. Upon receipt of acknowledgements, the node initializing this iteration can determine the adjacent node by **Lemma 1**. This adjacent node is the second node in the permutation and it will broadcast a message to find out which one is the third node in the permutation. We illustrate such an iteration in Fig. 6. The process continues until all nodes appear in the permutation. The last node then initiates another iteration and we can check whether the resulting new permutation is the same as the previous one. If it is, then we find a consistent permutation; otherwise, we choose another candidate node to initiate the above process. The overhead of this approach depends on the channel condition. If there is no packet loss, then node \( i \) should broadcast \( O(nN_i) \) messages in the worst case where \( N_i \) is the number of neighbors of node \( i \) and \( n \) is the total number of nodes.

### 7. Evaluation

The preliminary evaluation in [1] has shown high reliability and high accuracy of our solution in two datasets. In this section, we conduct additional evaluations. We first introduce the experiment setup, and present our results on three different roads, followed by the study of other factors including inter-node distance and wireless interference.

Fig. 7 shows our equipments. We have 18 TmoteSky motes with external antenna (normal sensors), one TmoteSky mote without external antenna (the sink), and a laptop for data processing. Normal sensors are the subject of relative localization. Each normal sensor runs TinyOS 2.1.2 [5], and broadcasts a probe message periodically. The probe message contains a sender ID and a sequence number. Upon receiving a probe message, a sensor retrieves the
sender ID and sequence number from the message, reads from its own hardware the RSSI of this message, and adds a tuple \((\text{sender, seq, receiver, rssi})\) into a local cache. When the number of local tuples exceeds a threshold, the sensor sends the cached tuples wirelessly to the sink using the CTP protocol [21]. The sink node also runs TinyOS 2.1.2, and it relays all received packets to the laptop via the USB cable connecting them. The laptop, running Ubuntu 12.04, then organizes received tuples into samples and writes them into a file.

Existing solutions [12,13] to our problem are based on connectivity assumption and they give the same result as Algorithm 1 in Section 4.1 does, so we mainly compare our algorithm with Algorithm 1. Note that the brute-force search solution mentioned in Section 4.2 is impractical, which needs to enumerate all permutations of nodes and solve a linear programming problem for each permutation.

7.1. Experiments in three roads

We consider three scenarios with increased difficulty: a straight road, a road with a right angle turn, and an S-shaped road. Each sensor sends a probe message every ten seconds, and data collection in each scenario lasts for about two hours, the time duration when our laptop runs out of battery. The statistics of the collected data are summarized in Table 1. We study our approach by smoothing different number of consecutive samples.

7.1.1. Scenario 1: straight road

In this scenario, we deploy the 18 normal sensors along a straight road in campus, as shown in Fig. 8. Sensors are roughly spaced by 3 meters, so the network covers about 51 meters of the road. This spacing is chosen such that the two farthest nodes cannot hear from each other reliably. We collect 701 samples in this scenario.

Fig. 9 shows the performance with respect to different numbers of consecutive samples smoothed. Without smoothing \((x = 1)\), the reliability is over 94%. It increases to above 98% when every two consecutive samples are smoothed and to above 99% when every three consecutive samples are smoothed. We find that smoothing compensates packet loss so it improves the performance. Indeed, even the nearest node does not always receive signals from the sender, especially if a pedestrian walks around. Merging consecutive samples reduces this chance. For this reason, we suggest to merge every two or three consecutive samples in practical deployments.

The performance of Algorithm 1 is not comparable to ours in that it cannot find the correct ordering in even one sample. The reason is due to the propagation anomaly mentioned before. To quantify this phenomenon, we define a hole to be a lost directed connection. For example, if nodes are deployed as \(1, 2, 3, 4\) and node 1 is the only node that can hear from node 4, then we say there are two holes (nodes 2, 3) associated with node 4. The number of holes in a sample is the total number of holes associated

Table 1

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Road shape</th>
<th># of samples</th>
<th>Average node degree</th>
<th>RSSI</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>straight</td>
<td>701</td>
<td>11.22</td>
<td>15.89</td>
<td>0.96</td>
</tr>
<tr>
<td>2</td>
<td>L-shaped</td>
<td>706</td>
<td>11.17</td>
<td>15.61</td>
<td>0.97</td>
</tr>
<tr>
<td>3</td>
<td>S-shaped</td>
<td>706</td>
<td>15.39</td>
<td>16.94</td>
<td>0.95</td>
</tr>
</tbody>
</table>
with all nodes. If a sample contains holes, then Algorithm 1 cannot give the correct ordering. There are many holes in the samples, making Algorithm 1 inapplicable. Though smoothing can reduce the number of holes, it cannot eliminate them altogether. Fig. 10 shows the number of holes with respect to the number of consecutive samples being smoothed. Without smoothing, every sample contains more than 10 holes. Some sample contains even more than 40 holes. Holes exist in all samples even if every 50 consecutive samples are averaged.

7.1.2. Scenario 2: right angle turn

We find a T-shaped intersection in campus and deploy the 18 normal sensors around it as in Fig. 11, where each side has 9 sensors. The distance between consecutive sensors is around 3 meters as before, and the sink is placed around the corner. We collect 706 samples.

It is worth mentioning that this scenario slightly deviates from our considered scenario. In fact, the sensor network here consists of two 1-D subnetworks, which join at the right angle turn. Sensors in one subnetwork no longer lie in the same direction of any sensor in the other subnetwork. Therefore, the two candidate solutions in Section 4 do not work in this scenario. However, we can check that our observation can be used approximately, since it only requires about the closest node.

Fig. 12 shows that our algorithm is still very effective in this scenario. Without smoothing, the reliability is about 87% and the accuracy is about 98.5%, which is slightly worse than that of Scenario 1. This is natural due to the turn. However, smoothing only two consecutive samples improves reliability to 99.5% and accuracy to 100%.

Similar to Scenario 1, applying Algorithm 1 to the collected data yields no correct ordering due to the existence of propagation holes defined in Section 7.1.1. These holes exist even if we smooth more than 50 consecutive samples.

7.1.3. Scenario 3: S-shaped road

Due to lack of S-shaped roads in campus, we deploy sensors in a sidewalk following an S-shape as in Fig. 13 to simulate an S-shaped road. Trees are around and the inter-node distance varies from 1 meter to 3 meters depending on the location. We collect 706 samples.

This scenario is to explore the potential of our algorithm. It is more challenging than Scenario 2, because we even cannot divide the network into non-trivial 1-D subnetworks. Most nodes in this scenario are not in the same direction from any other node. Instead, they are at different directions from a sender. In different directions, signals propagate differently, which has already been established [22]. We use this scenario to show the robustness of our algorithm.

Fig. 14 shows degraded performance of our algorithm in terms of reliability. The reliability without smoothing is about 60%, much less than that of the previous scenarios. Smoothing two consecutive samples improves it to about 75%, and smoothing more samples cannot further improve it. This fact indicates that many consecutive samples consistently contain undesired data. Fortunately, the accuracy is over 99% without smoothing and is 100% if only two consecutive samples are smoothed. As a result, in this tough scenario, our algorithm can still work, but it needs more time to collect more samples, compared to the previous two scenarios.
7.2. Robustness of our solution

The previous experiments have shown that road shape can influence the performance of our solution. In this subsection, we study the impact of three additional factors including inter-node distance, obstacle, and wireless interference. The experiments are conducted using 10 normal sensor nodes deployed in the same way as Fig. 8. To collect samples faster, we increase the probing rate of sensors to be 2 probes/s so that we can get 2 samples per second (it is 0.1 sample/s in the previous experiments). When the program collects more than 500 samples, we manually terminate the process.

7.2.1. Impact of inter-node distance

We vary inter-node distance from 1.5 m to 4.5 m with an increment of 1.5 m. The result is shown in Table 2. Regarding reliability, we have three observations. First, when inter-node distance is 3 m, the reliability without smoothing is lower than that of the experiment in Section 7.1.1. We believe this is caused by collision of probe messages due to increased probing rate. Second, without smoothing, the reliability decreases when the inter-node distance becomes either smaller or larger. Considering that it remains very similar if every two samples are smoothed, we believe the decreasing of reliability is caused by packet loss. Third, smoothing only two consecutive samples greatly improves the reliability as before. In all three scenarios we consistently obtain a high accuracy of over 99%.

7.2.2. Impact of obstacle

The obstacle in this experiment is a person, who will stand at three places to block the line-of-sight signal between nodes. The nodes are spaced by 3 meters, and the three places for obstacle include the midpoint between nodes 1 and 2, the midpoint between nodes 3 and 4, and the midpoint between nodes 5 and 6. Note that human body can block the line-of-sight signal, which is actually the foundation of device-free localization techniques using sensor networks [23]. We also observe this effect in our experiment. Fig. 15 shows node 2's RSSI of signals sent from node 1 when the man stands at the three different locations. It is obvious that when the man stands between 1 and 2, the observed RSSI fluctuates more frequently and has a smaller mean value. The performance of our solution in deriving nodes' ordering is summarized in Table 3. Again, we observe high accuracy in this setting, and it is over 99% in all three scenarios. The reliability becomes lower when the man stands closer to the network center (midpoint between 5 and 6). This is natural since standing at the network center blocks the most number of line-of-sight links.

7.2.3. Impact of wireless interference

The setting here is the same as that in Section 7.2.2, except that we replace the person by a jammer, a sensor node that broadcasts jamming messages at a rate of 4 packets/s on the same channel as the normal sensor nodes. We place the jammer at the same locations where the person stands in Section 7.2.2, and study the performance of our solution based on the collected data. Table 4 shows that reliability changes with respect to the jammer location, while the accuracy remains over 99% in all three scenarios without smoothing. Different from the obstacle experiment, when the jammer moves from the midpoint between 3 and 4 to the midpoint between 5 and 6, the reliability does not change much. This is

![Fig. 14. Performance in Scenario 3.](image)

![Fig. 15. Influence of human body on the observed RSSI at node 2 for signals sent from node 1.](image)

![Table 2: Performance (reliability, accuracy) of our solution under different inter-node distances.](image)
nodes 1 and 2. The jammer is a sensor node that actively broadcasts jamming messages at the midpoint between nodes 1 and 2. Placement “1–2” means the jammer is at the midpoint between nodes. We conduct real-world experiments to study the performance of our algorithm in terms of reliability and accuracy, where reliability measures the percentage of samples yielding non-null answers among all samples, and accuracy measures the percentage of correct answers among non-null answers. We study various factors including road shape, inter-node distance, obstacle and wireless interference. In all experiments we conducted, the reliability is over 60% with an accuracy over 99%.

### 7.2.4. Remarks

We considered the influence of three factors on our algorithm. In all cases, we achieve high accuracy over 99%, but the reliability varies from 61% to 82% when smoothing is not performed, and is over 70% when every three samples are smoothed. In cases where reliability is low, we need to collect more samples to obtain an ordering.

### 8. Conclusions

In this paper, we study the problem of inferring spatial ordering of sensor nodes. We examine two candidate solutions developed from existing ideas, with one assuming that nodes can hear from each other if and only if they are within transmission range, and the other assuming closer nodes observe larger RSSI. Both candidate solutions do not work well in practice. After changing “closer” to “the closest” and “larger” to “the largest” in the second approach, we find that the new assumption is quite reliable in practice. We then design an efficient algorithm to derive the ordering of nodes. We conduct real-world experiments to study the performance of our algorithm in terms of reliability and accuracy, where reliability measures the percentage of samples yielding non-null answers.