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Abstract

Due to its low storage cost and fast query speed, hashing has been widely adopted for similarity search in multimedia data. In particular, more and more attentions have been payed to multimodal hashing for search in multimedia data with multiple modalities, such as images with tags. Typically, supervised information of semantic labels is also available for the data points in many real applications. Hence, many supervised multimodal hashing (SMH) methods have been proposed to utilize such semantic labels to further improve the search accuracy. However, the training time complexity of most existing SMH methods is too high, which makes them unscalable to large-scale datasets. In this paper, a novel SMH method, called semantic correlation maximization (SCM), is proposed to seamlessly integrate semantic labels into the hashing learning procedure for large-scale data modeling. Experimental results on two real-world datasets show that SCM can significantly outperform the state-of-the-art SMH methods, in terms of both accuracy and scalability.

Introduction

Recent years have witnessed the great success of hashing techniques for scalable similarity search in many real applications (Torralba, Fergus, and Weiss 2008; Salakhutdinov and Hinton 2009; Kong and Li 2012a; He et al. 2012; Tseng et al. 2012; Dean et al. 2013; Wang et al. 2013; Xu et al. 2013; Zhang et al. 2014). The basic idea of hashing is to transform the data points from the original feature space into a Hamming space with binary hash codes, where the storage cost can be substantially reduced and the query speed can be dramatically improved. Although a lot of hashing methods have been proposed, most of them focus on data in a single-view space. That is to say, most existing hashing methods are unimodal (Weiss, Torralba, and Fergus 2008; Andoni and Indyk 2008; Kulis and Darrell 2009; Lin, Ross, and Yagnik 2010; Wang, Kumar, and Chang 2010; Norouzi and Fleet 2011; Kong, Li, and Guo 2012; Heo et al. 2012; Liu et al. 2012a; Kong and Li 2012b; Norouzi, Fleet, and Salakhutdinov 2012; Strecha et al. 2012; Ge et al. 2013; Neyshabur et al. 2013).

As the development of information technology, more and more multimodal data have been available in many applications, especially in multimedia domains (Barnard and Forsyth 2001; Chua et al. 2009; Song et al. 2011; Chen et al. 2012; Wu et al. 2014). For example, a Flickr image may have tags associated with it, and a web image can have surrounding texts relevant to it. How to leverage such multimodal data to conduct cross-view similarity search (Rasiwasia et al. 2010; Hwang and Grauman 2012; Sharma et al. 2012; Gong et al. 2014) has become a challenging but interesting research problem. Hence, there also exist several multimodal hashing methods for fast similarity search in multimodal data (Bronstein et al. 2010; Kumar and Udupa 2011; Song et al. 2011; Gong and Lazebnik 2011; Zhang, Wang, and Si 2011; Liu et al. 2012b; Zhen and Yeung 2012a; 2012b; Song et al. 2013; Zhai et al. 2013; Ou et al. 2013; Rastegari et al. 2013).

Existing multimodal hashing methods can be divided into two main categories: multi-source hashing (MSH) and cross-modal hashing (CMH). MSH is also called multiple feature hashing (Song et al. 2011) or composite hashing (Zhang, Wang, and Si 2011), which aims at learning better codes by leveraging auxiliary views than unimodal hashing. MSH assumes that all the views should be provided for a query point when performing search, which are typically not feasible for many multimedia applications.

The CMH methods are much more popular because only one view is needed for a query point in CMH. For example, all the tasks of image-to-image, text-to-image, and image-to-text retrieval can be performed with CMH in the Flickr image datasets. According to whether supervised information is used or not, CMH methods can be further divided into two subcategories: unsupervised CMH and supervised CMH. Unsupervised CMH methods, such as the method in (Gong and Lazebnik 2011), mostly rely on canonical correlation analysis (CCA) (Hotelling 1936), which maps two views, such as visual and textual views, into a common latent s-space where the correlation between the two views is maximized. This space is cross-modal, which means that entities in either visual or textual view can be transformed into this space, and thus image-to-image, text-to-image, and image-to-text retrieval tasks can all be handled in the same manner.

In many real applications, besides the multimodal (multi-view) feature information, supervised information like se-
mantic labels is also available for the data points. Such supervised information, typically provided by people, is very discriminative for hashing function learning. Hence, supervised CMH methods, which can utilize supervised information for hashing, have attracted more and more attention from researchers. Representative supervised CMH methods include CMSSH (Bronstein et al. 2010), cross view hashing (CVH) (Kumar and Udupa 2011), multimodal latent binary embedding (MLBE) (Zhen and Yeung 2012b), and co-regularized hashing (CRH) (Zhen and Yeung 2012a). CMSSH (Bronstein et al. 2010) aims at learning two hash functions for two modalities using eigen-decomposition and boosting. CVH (Kumar and Udupa 2011) extends spectral hashing (Weiss, Torralba, and Fergus 2008) to the multimodal setting. MLBE (Zhen and Yeung 2012b) directly learns the binary hash codes with latent variable models. CRH (Zhen and Yeung 2012a) is learned by solving the difference of convex function programs, while the learning for multiple bits is performed by a boosting procedure.

Although supervised multimodal hashing (SMH) methods, mainly including the supervised CMH methods mentioned above, have achieved promising results in many real applications, the training time complexity of these methods is too high. More specifically, the training time complexity of these methods is at least $O(N_{S^2V})$, where $N_{S^2V}$ is the number of observed similar or dissimilar pairs between the two views $x$ and $y$. Assuming that there are $n$ data points with semantic labels in the training set, $N_{S^2V}$ can be as large as $n^2$. Hence, existing SMH methods cannot be scalable to large-scale datasets. To handle large-scale datasets, most of them have to sample only a small subset of the whole training set or sample only a subset of the similar or dissimilar pairs from the training set. Both of these two sampling strategies will deteriorate the accuracy because the supervised information cannot be fully utilized.

In this paper, a novel SMH method, called semantic correlation maximization (SCM), is proposed to seamlessly integrate semantic labels into the hashing learning procedure for large-scale data modeling. The main contributions of our SCM hashing method are summarized as follows:

- **By avoiding explicitly computing the pairwise similarity matrix**, our SCM method can utilize all the supervised information for training with linear-time complexity, which is much more scalable than existing SMH methods.
- **A sequential learning method is proposed to learn the hash functions bit by bit**. The solution of the hash function for each bit has a closed-form solution. Hence, no hyper-parameters and stopping conditions are needed for tuning in SCM.
- **Experimental results on two real-world datasets show that SCM can significantly outperform the state-of-the-art SMH methods, in terms of both accuracy and scalability.**

Please note that we only focus on the cross-modal hashing in this paper because cross-modal hashing is much more popular than multi-source hashing in real applications. Moreover, it is easy to adapt the proposed method for multi-source hashing problems.

**Notation and Problem Definition**

For ease of presentation, here we describe the SMH problem with only two modalities, which can be easily extended to the cases with more than two modalities.

Let $n$ denote the number of training entities (data points), $x$ and $y$ denote the two modalities (views) for each entity. We use $\{x_1, x_2, \ldots, x_n|x_i \in \mathbb{R}^{d_x}\}$ and $\{y_1, y_2, \ldots, y_n|y_i \in \mathbb{R}^{d_y}\}$ to denote the feature vectors of the two modalities in the original space, where $d_x$ and $d_y$ are the dimensions of feature space in each modality. These feature vectors form the rows of the data matrix $X \in \mathbb{R}^{n \times d_x}$ and $Y \in \mathbb{R}^{n \times d_y}$, respectively. For example, in the Flickr image search application, $x_i$ is the image content information of the entity $i$, and $y_i$ is the tag information of the entity $i$. Without loss of generality, we assume that the data points are zero-centered, i.e., $\sum_{i=1}^{n} x_i = 0$ and $\sum_{i=1}^{n} y_i = 0$. Furthermore, we assume that both modalities are observed (available) for all the data points in the training set. But our model can be easily extended to the cases with missing modality for some training points. Note that for a query point, only one modality is needed for search. That is to say, given a query entity $q$, we can perform search when either $x_q$ or $y_q$ is available. This is the key difference between the cross-modal hashing in this paper and the multi-source hashing in (Song et al. 2011) and (Zhang, Wang, and Si 2011).

Besides the feature vectors of the two modalities $x$ and $y$, we also have semantic labels for each training entity in SMH. These labels are denoted by the label vectors $\{l_1, l_2, \ldots, l_n|l_i \in \{0, 1\}^m\}$, where $m$ is the total number of categories. Here, we assume that each entity belongs to at least one of the $m$ categories. $l_{i,k} = 1$ denotes that the $i$th entity belongs to the $k$th semantic category. Otherwise, $l_{i,k} = 0$.

The goal of SMH is to learn two hashing functions for the two modalities: $f(x) : \mathbb{R}^{d_x} \rightarrow \{-1, 1\}^c$ and $g(y) : \mathbb{R}^{d_y} \rightarrow \{-1, 1\}^c$, where $c$ is the length of the binary hash code. These two hashing functions map the feature vectors in the corresponding modality into a common Hamming space which should preserve the semantic similarity of the labels. Although many different kinds of functions can be used to define $f(x)$ and $g(y)$, we adopt the commonly used hashing function form, which is defined as follows:

$$f(x) = \text{sgn}(W_x^T x),$$

$$g(y) = \text{sgn}(W_y^T y),$$

where $\text{sgn}(\cdot)$ denotes the element-wise sign function, $W_x = [w_x^{(1)}, w_x^{(2)}, \ldots, w_x^{(c)}] \in \mathbb{R}^{d_x \times c}$ and $W_y = [w_y^{(1)}, w_y^{(2)}, \ldots, w_y^{(c)}] \in \mathbb{R}^{d_y \times c}$ are the projection matrices.

Hence, the problem of our SMH is to learn the two projection matrices $W_x$ and $W_y$ from the label vectors $\{l_1, l_2, \ldots, l_n\}$ and the feature matrices $X$ and $Y$.

**Our Methodology**

In this section, we describe the details of the model and the learning algorithm of our SCM hashing method.
Model Formulation

To leverage semantic labels for SMH, we construct the pairwise semantic similarity by the cosine similarity between the semantic label vectors. More specifically, the similarity between the $i$th entity and the $j$th entity is defined as follows:

$$S_{ij} = \frac{\mathbf{l}_i \cdot \mathbf{l}_j}{\|\mathbf{l}_i\|_2 \cdot \|\mathbf{l}_j\|_2},$$  
(1)

where $\mathbf{l}_i$ and $\mathbf{l}_j$ denote the inner product between the two label vectors $\mathbf{l}_i$ and $\mathbf{l}_j$, and $\|\mathbf{l}_i\|_2$ denotes the two-norm (length) of the label vector $\mathbf{l}_i$.

We use a $n \times m$ matrix $\mathbf{L}$ to store the label information, with $L_{ik} = \frac{\mathbf{l}_i \cdot \mathbf{l}_k}{\|\mathbf{l}_i\|_2 \cdot \|\mathbf{l}_k\|_2}$. Here, $L_{ik}$ denotes the element at the $i$th row and the $k$th column in the matrix $\mathbf{L}$. Then, we can write the similarity matrix as $\mathbf{S} = \mathbf{LL}^T$, where the element at the $i$th row and the $j$th column in $\mathbf{S}$ is $S_{ij}$. We perform element-wise linear transformation on $\mathbf{S}$ to get our final semantic similarity matrix $\mathbf{S} \in [-1, 1]^{n \times n}$:

$$\mathbf{S} = 2\mathbf{\tilde{S}} - \mathbf{E} = 2\mathbf{LL}^T - \mathbf{1}_n \mathbf{1}_n^T,$$

(2)

where $\mathbf{1}_n$ is an all-one column vector with length $n$, and $\mathbf{E}$ is an all-one matrix. Note that we use the semantic similarity matrix $\mathbf{S}$ of size $n \times n$ here just for ease of understanding.

In the following learning algorithm, this matrix will not be explicitly computed. This is one of the key contributions of our method to avoid the high time complexity.

Because our focus is on cross-modal similarity search, the two hashing functions should preserve the semantic similarity cross modalities. More specifically, we try to reconstruct the semantic similarity matrix by the learned hash codes. Hence, the objective function of our model is to minimize the following squared error:

$$\min_{f,g} \sum_{i,j} \left( \frac{1}{c}f(x_i)^Tg(y_j) - S_{ij} \right)^2.$$  
(3)

In matrix form, we can rewrite the problem in (3) as follows:

$$\min_{\mathbf{W}_x, \mathbf{W}_y} \|\text{sgn}(\mathbf{XW}_x)\text{sgn}(\mathbf{YW}_y)^T - \mathbf{S}\|_F^2.$$  
(4)

This objective function is simpler than existing methods and offers a clearer connection between the learned hash codes and the semantic similarity. However, it is NP hard to directly compute the best binary functions of the problem in (4). In the next subsections, we’ll discuss our algorithms which can efficiently learn the binary functions.

Learning for Orthogonal Projection

One common way to approximately solve the NP hard problem in (4) is to apply spectral relaxation (Weiss, Torralba, and Fergus 2008) and impose orthogonality constraints in order to make the bits different between different hashing functions balanced and uncorrelated, which can be formulated as follows:

$$\max_{\mathbf{W}_x, \mathbf{W}_y} \|\mathbf{(XW}_x)(\mathbf{YW}_y)^T - \mathbf{cS}\|_F^2,$$

s.t. $\mathbf{W}_x^T \mathbf{X}^T \mathbf{XW}_x = n\mathbf{I}_c$

$\mathbf{W}_y^T \mathbf{Y}^T \mathbf{YW}_y = n\mathbf{I}_c,$

(5)

where $\mathbf{I}_c$ denotes an identity matrix of size $c \times c$.

With simple algebra, we can transform the objective function in (5) into the following form:

$$\|\mathbf{(XW}_x)(\mathbf{YW}_y)^T - \mathbf{cS}\|_F^2$$

$$= \text{tr}[(\mathbf{(XW}_x)(\mathbf{YW}_y)^T - \mathbf{cS})(\mathbf{(XW}_x)(\mathbf{YW}_y)^T - \mathbf{cS})^T]$$

$$= \text{tr}[(\mathbf{XW}_x)(\mathbf{YW}_y)^T(\mathbf{YW}_y)(\mathbf{XW}_x)^T]$$

$$- 2c \cdot \text{tr}[(\mathbf{XW}_x)^T(\mathbf{YW}_y)] + c^2 \mathbf{S}^T\mathbf{S}$$

$$= - 2c \cdot \text{tr}(\mathbf{W}_x^T \mathbf{X}^T \mathbf{SYW}_y) + cn^2 + \text{tr}(c^2\mathbf{S}^T\mathbf{S})$$

$$= - 2c \cdot \text{tr}(\mathbf{W}_x^T \mathbf{X}^T \mathbf{SYW}_y) + \text{const},$$

where $\text{tr}()$ denotes the trace of a matrix, and $\text{const}$ is a constant independent of the variables $\mathbf{W}_x$ and $\mathbf{W}_y$.

Then, we can reformulate the problem in (5) as the following equivalent quadratically constrained quadratic program:

$$\max_{\mathbf{W}_x, \mathbf{W}_y} \text{tr}(\mathbf{W}_x^T \mathbf{X}^T \mathbf{SYW}_y)$$

s.t. $\mathbf{W}_x^T \mathbf{X}^T \mathbf{XW}_x = n\mathbf{I}_c$

$\mathbf{W}_y^T \mathbf{Y}^T \mathbf{YW}_y = n\mathbf{I}_c.$

In (6), the term $\mathbf{X}^T \mathbf{SY}$ actually measures the correlation between the two modalities with respect to the semantic labels. This correlation is called semantic correlation in this paper because the semantic labels are seamlessly integrated into the correlation computation. From (6), we can find that the goal of our method is to maximize the semantic correlation. Hence, we name our method as semantic correlation maximization (SCM).

It is very interesting to find that our SCM method will degenerate to the CCA formulation when $\mathbf{S} = \mathbf{I}_n$.

We can prove that the problem in (6) is equivalent to a generalized eigenvalue problem. Let $\mathbf{C}_{xy} = \mathbf{X}^T \mathbf{SY}$, $\mathbf{C}_{xx} = \mathbf{X}^T \mathbf{X}$, and $\mathbf{C}_{yy} = \mathbf{Y}^T \mathbf{Y}$. Then the optimal solution of $\mathbf{W}_x$ is the eigenvectors corresponding to the $c$ largest eigenvalues of $\mathbf{C}_{xy}\mathbf{C}_{yy}^{-1}\mathbf{C}_{xy}^T \mathbf{W}_x = \lambda^2 \mathbf{C}_{xx} \mathbf{W}_x$, and the optimal solution of $\mathbf{W}_y$ can be obtained by $\mathbf{W}_y = \mathbf{C}_{yy}^{-1}\mathbf{C}_{xy}^T \mathbf{W}_x \Lambda^{-1}$.

Sequential Learning for Non-Orthogonal Projection

The above solution obtained by direct eigen-decomposition leads to a practical problem. In real world datasets, most of the variance is contained in a few top projections. The orthogonality constraints force the solution to pick directions with low variance progressively. Since the variances of different projected dimensions are different and larger-variance projected dimensions carry more information, using each eigenvector to generate one bit in hash code is not reasonable (Kong and Li 2012b). To tackle this issue, (Gong and Lazebnik 2011) and (Kong and Li 2012b) proposed orthogonal rotation learning methods to reduce the quantization error while preserving the orthogonality constraints. But those methods focus on unsupervised unimodal learning which doesn’t fit for our settings. It has been verified that the projection vectors that are not necessarily orthogonal to each other might achieve better performance than orthogonal projection vectors in practice (Wang, Kumar, and Chang 2012).
Motivated by this, we propose a sequential strategy to learn the hashing function bit by bit without imposing the orthogonality constraints.

Note that we aim to reconstruct the similarity matrix by the learned hash codes. Assuming that the projection vectors \( w_x(1), ..., w_x(t-1) \) and \( w_y(1), ..., w_y(t-1) \) have been learned, we then need to learn the next projection vectors \( w_x(t) \) and \( w_y(t) \). Let us define a residue matrix \( R_t \) as follows:

\[
R_t = cS - \sum_{k=1}^{t-1} sgn(Xw_x(k))sgn(Yw_y(k))^T.
\]

(7)

Based on our original objective function in (4), to learn the best projection vectors \( w_x(t) \) and \( w_y(t) \) after the previous projection vectors \( w_x(1), ..., w_x(t-1) \) and \( w_y(1), ..., w_y(t-1) \) have been learned, our objective function can be written as follows:

\[
\min_{w_x(t), w_y(t)} \left\| sgn(Xw_x(t))sgn(Yw_y(t))^T - R_t \right\|_F^2.
\]

(8)

Similar to the problem in (6), we can apply the spectral relaxation trick to the objective function in (8) and obtain the solution of the hash function for each bit has a closed-form expression. All \( c \) projections can be learned in one pass by solving only one generalized eigenvalue problem.
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Algorithm 1 Sequential Learning Algorithm for SCM.

**Input:**
- \( X, Y \) - feature vectors of the multimodal data
- \( L \) - normalized semantic labels
- \( c \) - code length

**Output:**
- \( W_x = [w_x(1), w_x(2), ..., w_x(c)] \)
- \( W_y = [w_y(1), w_y(2), ..., w_y(c)] \)

**Procedure:**
1. \( C_{xy}^{(0)} \leftarrow 2(X^T\hat{L})(Y^T\hat{L})^T - (X^T1_n)(Y^T1_n)^T; \)
2. \( C_{xy}^{(1)} \leftarrow c \times C_{xy}^{(0)}; \)
3. \( C_{xx} \leftarrow X^TX + \gamma I_d; \)
4. \( C_{yy} \leftarrow Y^TY + \gamma I_d; \)
5. for \( t = 1 \rightarrow c \) do
   - Solving the following generalized eigenvalue problem
     \[
     C_{xy}^{(t)}C_{yy}^{-1}[C_{xy}^{(t)}]^T w_x = \lambda^t C_{xx} w_x,
     \]
     we can obtain the optimal solution \( w_x^{(t)} \) corresponding to the largest eigenvalue \( \lambda_{max} \):
     \[
     w_x^{(t)} \leftarrow \frac{c^{(t-1)}C_{xy}^{(t)}w_x^{(t)}}{\lambda_{max}};
     \]
     \[
     h_x^{(t)} \leftarrow sgn(Xw_x^{(t)});
     \]
     \[
     h_y^{(t)} \leftarrow sgn(Yw_y^{(t)});
     \]
     \[
     U = (X^Tsgn(Xw_x^{(t)}))(Y^Tsgn(Yw_y^{(t)}))^T;
     \]
     \[
     C_{xy}^{(t+1)} \leftarrow C_{xy}^{(t)} - U;
     \]
6. end for

**Complexity Analysis**
During the training procedure for sequential learning, the computational cost for initializing the \( C_{xy}, C_{xx} \) and \( C_{yy} \) is \( O(d_x n + d_y m + d_x d_y) \). Hence, the total time complexity for sequential learning is \( O(d_x d_y m + c(d_x^3 + d_y^3 + d_x d_y^2 + d_x^2 d_y + (d_x m + d_x m + d_x^2 + d_y^2 + c d_x + c d_y)n) \).

For orthogonal projection learning, the computation is simpler. All \( c \) projections can be learned in one pass by solving only one generalized eigenvalue problem. Then the time complexity is \( O(d_x d_y m + d_x^3 + d_y^3 + d_x d_y^2 + 2 d_x^2 d_y + (d_x m + d_x m + d_x^2 + d_y^2)n) \). Typically, \( d_x, d_y \) and \( m \) will be much less than \( n \).

Hence, the training time complexity of both the orthogonal projection and the sequential (non-orthogonal projection) learning methods is linear to the size of the training set. Moreover, the computational bottleneck in our algorithm is from matrix multiplication, which can be easily parallelized.

During the query procedure, the computational cost of encoding a query point with our learned hashing function is \( O(c d_x) \) or \( O(c d_y) \). Hence, the query time complexity of our SCM method is also very low.

The training time complexity of other existing methods, such as CVH (Kumar and Udupa 2011), CRH (Zhen and Yeung 2012a) and MLB (Zhen and Yeung 2012b), is at least \( O(n^2) \) because they have to compute all the elements in the \( n \times n \) similarity matrix if all the supervised information need to be used. Hence, our SCM is much more scalable than existing SMH methods, which will be verified by the following experimental results.
Experiment

In this section, experimental results on two real-world multimodal multimedia datasets are used to verify the effectiveness of our SCM hashing method. All our experiments are conducted on a workstation with Intel(R) Xeon(R) CPU X7560@2.27GHz and 64 GB RAM.

Datasets

Two widely used datasets are adopted for evaluation. One is the NUS-WIDE dataset (Chua et al. 2009), and the other is the Wiki dataset (Rasiwasia et al. 2010).

NUS-WIDE (Chua et al. 2009) is a public image dataset containing 269,648 images crawled from Flickr, together with the associated raw tags of these images. Furthermore, the semantic labels of 91 concepts (categories) for these images are also available in the dataset. We select 186,577 image-tag pairs that belong to the 10 largest concepts. The images are represented by 500-dimentional bag-of-visual words (BOVW) and the tags are represented by 1000-dimension tag occurrence feature vectors.

The Wiki dataset (Rasiwasia et al. 2010) is crawled from the Wikipedia’s featured articles. It consists of 2,866 documents which are image-text pairs and annotated with semantic labels of 10 categories. Each image is represented by a 128-dimensional bag-of-visual SIFT feature vector and each text is represented by a 10-dimension feature vector generated by latent Dirichlet allocation (Blei, Ng, and Jordan 2001).

Baselines and Evaluation Scheme

The most typical task for SMH is cross-modal retrieval. In our experiment, we evaluate our method on two cross-modal retrieval tasks: querying image database by text keywords, and querying text database by image examples. We compare our SCM method with several state-of-the-art multimodal hashing methods, including CCA (Gong and Lazebnik 2011), CVH (Kumar and Udupa 2011), CRH (Zhen and Yeung 2012a), and MLBE (Zhen and Yeung 2012b). Among them, CCA is an unsupervised method and all the other methods are supervised. To integrate the semantic labels into CCA, we also evaluate a 3-view CCA method which regards label vectors as the third modality. We denote this method as CCA-3V. The orthogonal projection learning method and the sequential learning method of SCM are abbreviated as SCM-Orth and SCM-Seq, respectively.

As in most existing SMH methods, the accuracy is evaluated by Mean Average Precision (MAP) (Zhen and Yeung 2012a). For a query $q$, the average precision (AP) is defined as $AP(q) = \frac{1}{L_q} \sum_{r=1}^{n} P_q(r) \delta_q(r)$, where $L_q$ is the number of ground-truth neighbors of query $q$ in database (training set), $n$ is the number of entities in the database, $P_q(r)$ denotes the precision of the top $r$ retrieved entities, and $\delta_q(r) = 1$ if the $r$th retrieved entity is a ground-truth neighbor and $\delta_q(r) = 0$ otherwise. Ground-truth neighbors are defined as those pairs of entities (image or text) which share at least one semantic label. Given a query set of size $Q$, the MAP is defined as the mean of the average precision scores for all the queries in the query set: $MAP = \frac{1}{Q} \sum_{q=1}^{Q} AP(q)$.

In some settings of the following experiments, a random set of entities should be sampled from the whole database as training set. In such cases, five rounds of experiments are performed and the average MAP score is reported.

Scalability

To investigate the scalability of different methods, we evaluate the training time of different methods on NUS-WIDE dataset by varying the size of training set from 500 to 20,000. The code length is fixed to 16 in this experiment. The training time is reported in Table 1, where ‘-’ denotes an untested value which is obvious to be relatively large and unnecessary to be tested. From Table 1, it is easy to find that the training time complexity of CVH, CRH and MLBE is much higher than that of our SCM-Seq and SCM-Orth methods when the size of the training set is relatively large, e.g., larger than 10,000. Because the motivation of hashing is to solve large-scale similarity search problems, the size of training set in most real hashing applications will be larger than tens of thousand. Hence, it is obvious that CVH, CRH and MLBE are not scalable, but both our SCM-Seq and SCM-Orth can be easily scaled up to large-scale applications. Note that CCA is a supervised method, and CCA-3V is a naive supervised method which cannot effectively utilize the supervised information. We list the results of CCA and CCA-3V in the table just for reference.

Figure 1 reports the MAP results on NUS-WIDE dataset by varying the size of training set. We can find that in most cases, our SCM-Seq method achieves the best accuracy. The SCM-Orth method doesn’t achieve desirable result due to the quantization loss. In some cases, some traditional supervised methods, such as MLBE, can achieve promising results (refer to Figure 1(b)) when the available training set is small. However, as the available training set increases, most traditional supervised methods cannot fully utilize the available information for training due to high time complexity. On the contrary, our SCM can fully utilize the available information to further improve the accuracy as more and more training points are available.

Figure 1: MAP on NUS-WIDE dataset by varying the size of training set.
Table 1: Training time (in seconds) on NUS-WIDE dataset by varying the size of training set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Size of Training Set</th>
<th>500</th>
<th>1000</th>
<th>1500</th>
<th>2000</th>
<th>2500</th>
<th>3000</th>
<th>5000</th>
<th>10000</th>
<th>20000</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCM-Seq</td>
<td>276</td>
<td>249</td>
<td>303</td>
<td>222</td>
<td>236</td>
<td>260</td>
<td>248</td>
<td>228</td>
<td>230</td>
<td></td>
</tr>
<tr>
<td>SCM-Orth</td>
<td>36</td>
<td>80</td>
<td>85</td>
<td>77</td>
<td>83</td>
<td>76</td>
<td>110</td>
<td>87</td>
<td>102</td>
<td></td>
</tr>
<tr>
<td>CCA</td>
<td>25</td>
<td>20</td>
<td>23</td>
<td>22</td>
<td>25</td>
<td>22</td>
<td>28</td>
<td>38</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>CCA-3V</td>
<td>69</td>
<td>57</td>
<td>68</td>
<td>69</td>
<td>62</td>
<td>55</td>
<td>67</td>
<td>70</td>
<td>86</td>
<td></td>
</tr>
<tr>
<td>CVH</td>
<td>62</td>
<td>116</td>
<td>123</td>
<td>149</td>
<td>155</td>
<td>170</td>
<td>237</td>
<td>774</td>
<td>1630</td>
<td></td>
</tr>
<tr>
<td>CRH</td>
<td>68</td>
<td>253</td>
<td>312</td>
<td>515</td>
<td>760</td>
<td>1076</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>MLE</td>
<td>67071</td>
<td>126431</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Accuracy

Accuracy on NUS-WIDE Dataset The whole NUS-WIDE dataset contains 186,577 points. We use 99% of the data as the training set (database) and the remaining 1% to form the query set. Since the whole training set is too large, some baseline methods cannot be trained using the whole database. We conduct two experiments for evaluation: one is with a small-scale training set of 2,000 entities sampled from the database, and the other is with large-scale training set containing the whole database. Table 2 and Table 3 report the MAP results of these two experiments, respectively. We can find that our SCM-Seq method can outperform other baselines in all the cases.

Table 2: MAP results on small-scale training set of NUS-WIDE. The best performance is shown in boldface.

<table>
<thead>
<tr>
<th>Task</th>
<th>Method</th>
<th>Code Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Query vs. Text Database</td>
<td>SCM-Seq</td>
<td>0.4385 0.4397 0.4390</td>
</tr>
<tr>
<td></td>
<td>SCM-Orth</td>
<td>0.3804 0.3746 0.3662</td>
</tr>
<tr>
<td></td>
<td>CCA</td>
<td>0.3625 0.3586 0.3565</td>
</tr>
<tr>
<td></td>
<td>CCA-3V</td>
<td>0.3826 0.3741 0.3692</td>
</tr>
<tr>
<td></td>
<td>CVH</td>
<td>0.3608 0.3575 0.3562</td>
</tr>
<tr>
<td></td>
<td>CRH</td>
<td>0.3957 0.3965 0.3970</td>
</tr>
<tr>
<td></td>
<td>MLE</td>
<td>0.3697 0.3620 0.3540</td>
</tr>
<tr>
<td>Text Query vs. Image Database</td>
<td>SCM-Seq</td>
<td>0.4273 0.4265 0.4259</td>
</tr>
<tr>
<td></td>
<td>SCM-Orth</td>
<td>0.3757 0.3625 0.3581</td>
</tr>
<tr>
<td></td>
<td>CCA</td>
<td>0.3619 0.3580 0.3560</td>
</tr>
<tr>
<td></td>
<td>CCA-3V</td>
<td>0.3801 0.3721 0.3676</td>
</tr>
<tr>
<td></td>
<td>CVH</td>
<td>0.3640 0.3596 0.3581</td>
</tr>
<tr>
<td></td>
<td>CRH</td>
<td>0.3926 0.3910 0.3904</td>
</tr>
<tr>
<td></td>
<td>MLE</td>
<td>0.3877 0.3636 0.3531</td>
</tr>
</tbody>
</table>

Table 3: MAP results on large-scale training set of NUS-WIDE. The best performance is shown in boldface.

<table>
<thead>
<tr>
<th>Task</th>
<th>Method</th>
<th>Code Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Query vs. Text Database</td>
<td>SCM-Seq</td>
<td>0.5451 0.5501 0.5412</td>
</tr>
<tr>
<td></td>
<td>SCM-Orth</td>
<td>0.4746 0.3886 0.3890</td>
</tr>
<tr>
<td></td>
<td>CCA</td>
<td>0.4078 0.3964 0.3886</td>
</tr>
<tr>
<td></td>
<td>CCA-3V</td>
<td>0.4132 0.3980 0.3895</td>
</tr>
<tr>
<td></td>
<td>CVH</td>
<td>0.3514 0.3513 0.3505</td>
</tr>
<tr>
<td></td>
<td>CRH</td>
<td>0.4043 0.3788 0.3676</td>
</tr>
<tr>
<td></td>
<td>MLE</td>
<td>0.4088 0.3954 0.3877</td>
</tr>
</tbody>
</table>

Accuracy on Wiki Dataset For the Wiki dataset, we use 80% of the data as the training set and the remaining 20% to form the query set.

The MAP results are reported in Table 4 with various code lengths. Once again, the experimental results show that our SCM-Seq method can achieve much better accuracy than baseline methods.

Table 4: MAP results on Wiki dataset. The best performance is shown in boldface.

<table>
<thead>
<tr>
<th>Task</th>
<th>Method</th>
<th>Code Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Query vs. Text Database</td>
<td>SCM-Seq</td>
<td>0.2393 0.2379 0.2419</td>
</tr>
<tr>
<td></td>
<td>SCM-Orth</td>
<td>0.1549 0.1545 0.1550</td>
</tr>
<tr>
<td></td>
<td>CCA</td>
<td>0.1805 0.1656 0.1618</td>
</tr>
<tr>
<td></td>
<td>CCA-3V</td>
<td>0.1713 0.1651 0.1653</td>
</tr>
<tr>
<td></td>
<td>CVH</td>
<td>0.1499 0.1408 0.1372</td>
</tr>
<tr>
<td></td>
<td>CRH</td>
<td>0.1586 0.1618 0.1378</td>
</tr>
<tr>
<td></td>
<td>MLE</td>
<td>0.2013 0.2238 0.2342</td>
</tr>
<tr>
<td>Text Query vs. Image Database</td>
<td>SCM-Seq</td>
<td>0.2325 0.2454 0.2452</td>
</tr>
<tr>
<td></td>
<td>SCM-Orth</td>
<td>0.1470 0.1370 0.1284</td>
</tr>
<tr>
<td></td>
<td>CCA</td>
<td>0.1566 0.1498 0.1317</td>
</tr>
<tr>
<td></td>
<td>CCA-3V</td>
<td>0.1544 0.1426 0.1397</td>
</tr>
<tr>
<td></td>
<td>CVH</td>
<td>0.1315 0.1171 0.1080</td>
</tr>
<tr>
<td></td>
<td>CRH</td>
<td>0.1293 0.1276 0.1225</td>
</tr>
<tr>
<td></td>
<td>MLE</td>
<td>0.2000 0.2384 0.2186</td>
</tr>
</tbody>
</table>

Conclusion

Most existing supervised multimodal hashing methods are not scalable. In this paper, by avoiding explicitly computing the semantic similarity matrix, we have proposed a very effective supervised multimodal hashing method, called SCM, with high scalability. Furthermore, our SCM method has a nice property that no hyper-parameters or stopping conditions are needed for tuning during learning. Experiments on real datasets have demonstrated that our method with sequential learning can significantly outperform the state-of-the-art methods in terms of both accuracy and scalability.
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