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Abstract—Because of the smaller size of mobile devices, text entry on on-screen keyboards becomes inefficient. Therefore, we present CamK, a camera-based text-entry method, which can use a panel (e.g., a piece of paper) with a keyboard layout to input text into small devices. With the built-in camera of the mobile device, CamK captures images during the typing process and utilizes image processing techniques to recognize the typing behavior, i.e., extract the keys, track the user’s fingertips, detect and locate keystrokes. To achieve high accuracy of keystroke localization and low false positive rate of keystroke detection, CamK introduces the initial training and online calibration. To reduce the time latency, CamK optimizes computation-intensive modules by changing image sizes, focusing on target areas, introducing multiple threads, removing the operations of writing or reading images. Finally, we implement CamK on mobile devices running Android. Our experimental results show that CamK can achieve above 95% accuracy in keystroke localization, with only a 4.8% false positive rate. When compared with on-screen keyboards, CamK can achieve a 1.25X typing speedup for regular text input and 2.5X for random character input. In addition, we introduce word prediction to further improve the input speed for regular text by 13.4%.

Index Terms—Mobile text-entry, camera, keystroke detection and localization, small mobile devices.

1 INTRODUCTION

In recent years, we have witnessed a rapid development of electronic devices and mobile technology. Mobile devices (e.g., smartphones, Apple Watch) have become smaller and smaller, in order to be carried everywhere easily, while avoiding carrying bulky laptops all the time. However, the small size of the mobile device brings many new challenges, a typical example is inputting text into the small mobile device without a physical keyboard.

In order to get rid of the constraint of bulky physical keyboards, many virtual keyboards have been proposed, e.g., wearable keyboards, on-screen keyboards, projection keyboards, etc. However, wearable keyboards introduce additional equipments like rings [1] and gloves [2]. On-screen keyboards [3], [4] usually take up a large area on the screen and only support single finger for text entry. Typing with a small screen becomes inefficient. Projection keyboards [5], [6] often need a visible light projector or lasers to display the keyboard. To remove the additional hardwares, audio signal [7] and camera based virtual keyboards [8], [9] are proposed. However, UbiK [7] requires the user to click keys with their fingertips and nails, while the existing camera based keyboards either slow the typing speed [8], or should be used in controlled environments [9]. The existing schemes are difficult to provide a similar user experience to using physical keyboards.

To provide a PC-like text-entry experience, we propose a camera-based keyboard CamK, a more natural and intuitive text-entry method. As shown in Fig. 1, CamK works with the front-facing camera of the mobile device and a paper keyboard. CamK takes pictures as the user types on the paper keyboard, and uses image processing techniques to detect and locate keystrokes. Then, CamK outputs the corresponding character of the pressed key. CamK can be used in a wide variety of scenarios, e.g., the office, coffee shops, outdoors, etc. However, to make CamK work well, we need to solve the following key technical challenges.

(1) Location deviation: On a paper keyboard, the inter-key distance is only about two centimeters [7]. With image processing techniques, there may exist a position deviation between the real fingertip and the detected fingertip. This deviation may lead to localization errors of keystrokes. To address this challenge, CamK introduces the initial training to get the optimal parameters for image processing. Then, CamK uses an extended region to represent the detected fingertip, to tolerate the position deviation. Besides, CamK utilizes the features of a keystroke (e.g., the fingertip is located in the key for a certain duration, the pressed key is partially obstructed by the fingertip, etc.) to verify the validity of a keystroke.

Fig. 1. A typical use case of CamK.
(2) **False positives**: A false positive occurs when a non-keystroke (i.e., a period in which no fingertip is pressing any key) is recognized as a keystroke. Without the assistance of other resources like audio signals, CamK should detect keystrokes only with images. To address this challenge, CamK combines keystroke detection with keystroke localization. For a potential keystroke, if there is no valid key pressed by the fingertip, CamK will remove the keystroke and recognize it as a non-keystroke. Additionally, CamK introduces online calibration, i.e., using the movement features of the fingertip after a keystroke, to further decrease the false positive rate.

(3) **Processing latency**: To serve as a text-entry method, when the user presses a key on the paper keyboard, CamK should output the character of the key without any noticeable latency. However, due to the limited computing resources of small mobile devices, the heavy computation overhead of image processing will lead to a large latency. To address this challenge, CamK optimizes the computation-intensive modules by adaptively changing image sizes, focusing on the target area in the large-size image, adopting multiple threads and removing the operations of writing/reading images.

We make the following contributions in this paper (a preliminary version of this work appeared in [10]).

- We design a practical framework for CamK, which operates using a smart mobile device camera and a portable paper keyboard. Based on image processing, CamK can detect and locate the keystroke with high accuracy and low false positive rate.
- We realize real-time text-entry for small mobile devices with limited resources, by optimizing the computation-intensive modules. Additionally, we introduce word prediction to further improve the input speed and reduce the error rate.
- We implement CamK on smartphones running Android. We first evaluate each module in CamK. Then, we conduct extensive experiments to test the performance of CamK. After that, we compare CamK with other methods in input speed and error rate.

## 2 Related Work

Considering the small sizes of mobile devices, a lot of virtual keyboards are proposed for text entry, e.g., wearable keyboards, on-screen keyboards, projection keyboards, camera based keyboards, etc.

**Wearable keyboards**: Wearable keyboards sense and recognize the typing behavior based on the sensors built into rings [1][11], gloves [12], and so on. TypingRing [13] utilizes the embedded sensors of the ring to input text. Finger-Joint keypad [14] works with a glove equipped with the pressure sensors. The Senseboard [2] consists of two rubber pads and senses the movements in the palm to get keystrokes. Funk et al. [15] utilize a touch sensitive wristband to enter text based on the location of the touch. These wearable keyboards often need the user to wear devices around the hands or fingers, thus leading to the decrease of user experience.

**On-screen keyboards**: On-screen keyboards allow the user to enter characters on a touch screen. Considering the limited area of the keyboard on the screen, BigKey [3] and ZoomBoard [4] adaptively change the size of keys. Context-Type [16] leverages hand postures to improve mobile touch screen text entry. Kwon et al. [17] introduce the regional error correction method to reduce the number of necessary touches. ShapeWriter [18] recognizes a word based on the trace over successive letters in the word. Sandwich keyboard [19] affords ten-finger touch typing by utilizing a touch sensor on the back side of a device. Usually, on-screen keyboards occupy the screen area and support only one finger for typing. Besides, it often needs to switch between different screens to type letters, digits, punctuations, etc.

**Projection keyboards**: Projection keyboards usually need a visible light projector or lasers to cast a keyboard, and then utilize image processing methods [5] or infrared light [6] to detect the typing events. Hu et al. use a pico-projector to project the keyboard on the table, and then detect the touch interaction by the distortion of the keyboard projection [20]. Roeber et al. utilize a pattern projector to display the keyboard layout on the flat surface, and then detect the keyboard events based on the intersection of fingers and infrared light [21]. The projection keyboard often requires the extra equipments, e.g., a visible light projector, infrared light modules, etc. The extra equipments increase the cost and introduce the inconvenience of text entry.

**Camera based keyboards**: Camera based virtual keyboards use the captured image [22] or video [23] to infer the keystroke. Gesture keyboard [22] gets the input by recognizing the finger’s gesture. It works without a keyboard layout, thus the user needs to remember the mapping between the keys and the finger’s gestures. Visual Panel [8] works with a printed keyboard on a piece of paper. It requires the user to use only one finger and wait for one second before each keystroke. Malik et al. present the Visual Touchpad [24] to track the 3D positions of the fingertips based on two downward-pointing cameras and a stereo. Adajania et al. [9] detect the keystroke based on shadow analysis with a standard web camera. Hagara et al. estimate the finger positions and detect clicking events based on edge detection, fingertip localization, etc [25]. In regard to the iPhone app paper keyboard [26], which only allows the user to use one finger to input letters. The above research work usually focuses on detecting and tracking the fingertips, instead of locating the fingertip in a key’s area of the keyboard, which is researched in our paper.

In addition to the above text-entry solutions, MacKenzie et al. [27] describe the text entry for mobile computing. Zhang et al. [28] propose Okuli to locate user’s finger based on visible light communication modules, LED, and light sensors. Wang et al. [7] propose UbiK to locate the keystroke based on audio signals. The existing work usually needs extra equipments, or only allows one finger to type, or needs to change the user’s typing behavior, while difficult to provide a PC-like text-entry experience. In this paper, we propose a text-entry method based on the built-in camera of the mobile device and a paper keyboard, to provide a similar user experience to using physical keyboards.

## 3 Feasibility Study and Overview of CamK

In order to show the feasibility of locating keystrokes based on image processing techniques, we first show the observations of a keystroke from the camera’s view. After that, we will describe the system overview of CamK.
3.1 Observations of A Keystroke
In Fig. 2, we show the frames/images captured by the camera during two consecutive keystrokes. The origin of axes is located in the top left corner of the image, as shown in Fig. 2(a). The hand located in the left area of the image is called left hand, while the other is called the right hand, as shown in Fig. 2(b). From left to right, the fingers are called finger $i$ in sequence, $i \in [1, 10]$, as shown in Fig. 2(c). The fingertip pressing the key is called StrokeTip, while that pressed key is called StrokeKey, as shown in Fig. 2(d).

When the user presses a key, i.e., a keystroke occurs, the StrokeTip and StrokeKey often have the following features, which can be used to track, detect and locate the keystroke.

(1) Coordinate position: The StrokeTip usually has the largest vertical coordinate among the fingers on the same hand, because the user tends to stretch out one finger when typing a key. An example is finger 9 in Fig. 2(a). While considering the particularity of thumbs, this feature may not be suitable for thumbs. Therefore, we separately detect the StrokeTip in thumbs and other fingertips.

(2) Moving state: The StrokeTip stays on the StrokeKey for a certain duration in a typing operation, as finger 2 shown in Fig. 2(c) - Fig. 2(d). If the positions of the fingertip keep unchanged, a keystroke may happen.

(3) Correlated location: The StrokeTip is located in the StrokeKey, in order to press that key, such as finger 9 shown in Fig. 2(a) and finger 2 shown in Fig. 2(d).

(4) Obstructed view: The StrokeTip obstructs the StrokeKey from the view of the camera, as shown in Fig. 2(d). The ratio of the visually obstructed area to the whole area of the key can be used to verify whether the key is really pressed.

(5) Relative distance: The StrokeTip usually achieves the largest vertical distance between the fingertip and remaining fingertips of the same hand. This is because the user usually stretches out the finger to press a key. Thus the feature can be used to infer which hand generates the keystroke. In Fig. 2(a), the vertical distance $d_i$ between the StrokeTip (i.e., Finger 9) and remaining fingertips in right hand is larger than that ($d_i$) in left hand. Thus we choose finger 9 as the StrokeTip from two hands, instead of finger 2.

3.2 System Overview
As shown in Fig. 1, CamK works with a mobile device and a paper keyboard. The device uses the front-facing camera to capture the typing process, while the paper keyboard is placed on a flat surface and located in the camera’s view. We take Fig. 1 as an example to describe the deployment. In Fig. 1, the mobile device is a Samsung N9109W smartphone, while $l$ means the distance between the device and the printed keyboard, $\alpha$ means the angle between the plane of the device’s screen and that of the keyboard. In Fig. 1, we set $l = 13.5 \text{cm}$, $\alpha = 90^\circ$, to make the letter keys large enough in the camera’s view. In fact, there is no strict requirements of the above parameters’ value, especially when the position of the camera varies in different devices. In Fig. 1, when we fix the A4 sized paper keyboard, $l$ can range in $[13.5 \text{cm}, 18.0 \text{cm}]$, while $\alpha$ can range in $[78.8^\circ, 90.0^\circ]$.

CamK, even if some part of the keyboard is out of the camera’s view, CamK still works.

The architecture of CamK is shown in Fig. 3. The input is the image taken by the camera and the output is the character of the pressed key. Before a user begins typing, CamK uses Key Extraction to detect the keyboard and extract each key from the image. When the user types, CamK uses Fingertip Detection to extract the user’s hands and detect their fingertips. Based on the movements of fingertips, CamK uses Keystroke Detection and Localization to detect a possible keystroke and locate the keystroke. Finally, CamK uses Text Output to output the character of the pressed key.

4 System Design
According to Fig. 3, CamK consists of four components: key extraction, fingertip detection, keystroke detection and localization, and text output. Obviously, text output is easy to be implemented. Therefore, we mainly describe the first three components.

4.1 Key Extraction
Without loss of generality, CamK adopts the common QWERTY keyboard layout, which is printed in black and white on a piece of paper, as shown in Fig. 1. In order to eliminate the effects of background, we first detect the boundary of the keyboard. Then, we extract each key from the keyboard. Therefore, key extraction contains three parts: keyboard detection, key segmentation, and mapping the characters to the keys, as shown in Fig. 3.
4.1.1 Keyboard detection

We use the Canny edge detection algorithm [29] to obtain the edges of the keyboard. Fig. 4(b) shows the edge detection result of Fig. 4(a). However, the interference edges (e.g., the paper’s edge/longest edge in Fig. 4(b)) should be removed. Based on Fig. 4(b), the edges of the keyboard should be close to the edges of keys. We use this feature to remove pitfall edges, the result is shown in Fig. 4(c). Additionally, we adopt the dilation operation [30] to join the dispersed edge points which are close to each other, to get better edges/boundaries of the keyboard. After that, we use the Hough transform [8] to detect the lines in Fig. 4(c). Then, we use the uppermost line and the bottom line to describe the position range of the keyboard, as shown in Fig. 4(d). Similarly, we can use the Hough transform [8] to detect the left/right edge of the keyboard. If there are no suitable edges detected by the Hough transform, it is usually because the keyboard is not perfectly located in the camera’s view. In this case, we simply use the left/right boundary of the image to represent the left/right edge of the keyboard. As shown in Fig. 4(e), we extend the four edges (lines) to get four intersections $B_1(x_1, y_1), B_2(x_2, y_2), B_3(x_3, y_3), B_4(x_4, y_4)$, which are used to describe the boundary of the keyboard.

4.1.2 Key segmentation

Considering the short interference edges generated by the edge detection algorithm, it is difficult to accurately segment each key from the keyboard with detected edges. Consequently, we utilize the color difference between the white keys and the black background and the area of a key for key segmentation, to reduce the effect of pitfall areas.

Firstly, we introduce color segmentation to distinguish the white keys and black background. Considering the convenience of image processing, we represent the color in YCrCb space. In YCrCb space, the color coordinate $(Y, Cr, Cb)$ of a white pixel is $(255, 128, 128)$, while that of a black pixel is $(0, 128, 128)$. Thus, we only compute the difference in the $Y$ value between the pixels to distinguish the white keys from the black background. If a pixel is located in the keyboard, while satisfying $255 - \varepsilon_y \leq Y \leq 255$, the pixel belongs to a key. The offsets $\varepsilon_y \in \mathbb{N}$ of $Y$ is mainly caused by light conditions. $\varepsilon_y$ can be estimated in the initial training (see section 5.1). The initial/default value of $\varepsilon_y$ is 50.

When we obtain the white pixels, we need to get the contours of keys and separate the keys from one another. To avoid pitfall areas such as small white areas which do not belong to any key, we introduce the area of a key. Based on Fig. 4(e), we firstly use $B_1, B_2, B_3, B_4$ to calculate the area $S_b$ of the keyboard as $S_b = \frac{1}{2} \cdot (|B_1B_2 \times B_1B_4| + |B_3B_4 \times B_3B_2|)$. Then, we calculate the area of each key. We use $N$ to represent the number of keys in the keyboard. Considering the size difference between keys, we treat larger keys (e.g., the space key) as multiple regular keys (e.g., A-Z, 0-9). For example, the space key is treated as five regular keys. In this way, we will change $N$ to $N_{avg}$. Then, we can estimate the average area of a regular key as $S_k/N_{avg}$. In addition to size difference between keys, the camera’s view can also affect the area of a key in the image. Therefore, we introduce $\alpha_l, \alpha_h$ to describe the range of a valid area $S_k$ of a key as $S_k \in [\alpha_l \cdot S_{avg}, \alpha_h \cdot S_{avg}]$. We set $\alpha_l = 0.15, \alpha_h = 5$ in CamK, based on extensive experiments. The key segmentation result of Fig. 4(e) is shown in Fig. 4(f). Then, we use the location of the space key (biggest key) to locate other keys, based on the relative locations between keys.

4.2 Fingertip Detection

After extracting the keys, we need to track the fingertips to detect and locate the keystrokes. To achieve this goal, we should first detect the fingertip with hand segmentation and fingertip discovery, as shown below.

4.2.1 Hand segmentation

Skin segmentation [30] is often used for hand segmentation. In the YCrCb color space, a pixel $(Y, Cr, Cb)$ is determined to be a skin pixel, if it satisfies $Cr \in [133, 173]$ and $Cb \in [77, 127]$. However, the threshold values of $Cr$ and $Cb$ can be affected by the surroundings such as lighting conditions. It is difficult to choose suitable threshold values for $Cr$ and $Cb$. Therefore, we combine Otsu’s method [31] and the red channel in YCrCb color space for skin segmentation.

In the YCrCb color space, the red channel $Cr$ is essential to human skin color. Therefore, with a captured image, we use the grayscale image that is split based on the $Cr$ channel as an input for Otsu’s method [31]. Otsu’s method can automatically perform clustering-based image thresholding, i.e., calculate the optimal threshold to separate the foreground and background. The hand segmentation result of Fig. 5(a) is shown in Fig. 5(b), where the white regions represent the hand regions with high value in $Cr$ channel, while the black regions represent the background. However, around the hands, there exist some interference regions, which may change the contours of fingers, resulting in detecting wrong fingertips. Thus, CamK introduces the following erosion and dilation operations [32]. We first use the erosion operation to isolate the hands from keys and separate each finger. Then, we use the dilation operation to smooth the edge of the fingers. Fig. 5(c) shows the optimized result of hand segmentation. After that, we select the top two segmented areas as hand regions, i.e., left hand and right hand, to further reduce the effect of inference regions, such as the red areas in Fig. 5(c).

4.2.2 Fingertip discovery

After we extract the fingers, we will detect the fingertips to detect and locate the keystrokes. To achieve this goal, we should first detect the fingertip with hand segmentation and fingerprint discovery, as shown below.
In a non-thumb, the fingertip is usually a convex vertex, as shown in Fig. 6(a). For a point $P_i(x_i, y_i)$ located in the contour of a hand, by tracing the contour, we can select the point $P_{i-q}(x_{i-q}, y_{i-q})$ before $P_i$ and the point $P_{i+q}(x_{i+q}, y_{i+q})$ after $P_i$. Here, $i, q \in \mathbb{N}$. We calculate the angle $\theta_i$ between the two vectors $P_{i-q}P_{i-q}$, $P_{i+q}P_{i+q}$ according to Eq. (1). In order to simplify the calculation for $\theta_i$, we map $\theta_i$ in the range $\theta_i \in [0^\circ, 180^\circ]$. If $\theta_i \in [\theta_{\text{th}}, \theta_{\text{th}}]$, $\theta_{\text{th}} < \theta_{\text{th}}$, we call $P_i$ a candidate vertex. Considering the relative locations of the points, $P_i$ should also satisfy $y_i > y_{i-q}$ and $y_i > y_{i+q}$. Otherwise, $P_i$ will not be a candidate vertex. If there are multiple candidate vertexes, such as $P_i$ in Fig. 6(a), we will choose the vertex having the largest vertical coordinate, because it has higher probability of being a fingertip, as $P_i$ shown in Fig. 6(a). Here, the largest vertical coordinate means the local maximum in a finger’s contour, such as the red circle shown in Fig. 5(e). The range of a finger’s contour can be limited by Eq. (1), i.e., the angle feature of a finger. Based on extensive experiments, we set $\theta_{\text{th}} = 60^\circ$, $\theta_{\text{th}} = 150^\circ$, $q = 20$ in this paper.

$$\theta_i = \arccos \frac{P_{i-q}P_{i-q} \cdot P_{i+q}P_{i+q}}{|P_{i-q}P_{i-q}| \cdot |P_{i+q}P_{i+q}|} \tag{1}$$

In a thumb, the “fingertip” also means a convex vertex of the finger. Thus we still use Eq. (1) to represent the shape of the fingertip in a thumb. However, the position of the convex vertex can be different from that of a non-thumb. As shown in Fig. 6(b), the relative positions of $P_{i-q}$, $P_i$, $P_{i+q}$ are different from that in Fig. 6(a). In Fig. 6(b), we show the thumb of the left hand. Obviously, $P_{i-q}$, $P_i$, $P_{i+q}$ do not satisfy $y_i > y_{i-q}$ and $y_i > y_{i+q}$. Therefore, we use $(x_i - x_{i-q}) \cdot (x_i - x_{i+q}) > 0$ to describe the relative locations of $P_{i-q}$, $P_i$, $P_{i+q}$ in thumbs. Then, we choose the vertex with largest vertical coordinate in a finger’s contour as the fingertip, as mentioned in the last paragraph.

In fingertip detection, we only need to detect the points located in the bottom edge (from the left most point to the right most point) of the hand, such as the blue contour of right hand in Fig. 5(d). The shape feature $\theta_i$ and the positions in vertical coordinates $y_i$ along the bottom edge are shown Fig. 5(e). If we can detect five fingertips in a hand with $\theta_i$ and $y_{i-q}$, $y_i$, $y_{i+q}$, we assume that we have also found the thumb. At this time, the thumb presses a key like a non-thumb. Otherwise, we detect the fingertip of the thumb in the right most area of left hand or left most area of right hand according to $\theta_i$ and $x_{i-q}$, $x_i$, $x_{i+q}$. The detected fingertips of Fig. 5(a) are marked in Fig. 5(f).

### 4.3 Keystroke Detection and Localization

After detecting the fingertip, we will track the fingertip to detect a possible keystroke and locate it for text entry. The keystroke is usually correlated with one or two fingertips, therefore we first select the candidate fingertip having a high probability of pressing a key, instead of detecting all fingertips, to reduce the computation overhead. Then, we track the candidate fingertip to detect the possible keystroke. Finally, we correlate the candidate fingertip with the pressed key to locate the keystroke.

#### 4.3.1 Candidate fingertip selection in each hand

CamK allows the user to use all of their fingers for text-entry, thus the keystroke may come from the left or right hand. Based on the observations (see section 3.1), the fingertip (i.e., StrokeTip) pressing the key usually has the largest vertical coordinate in that hand, such as finger 9 shown in Fig. 2(a). Therefore, we first select the candidate fingertip with the largest vertical coordinate in each hand. We respectively use $C_l$ and $C_r$ to represent the points located in the contour of left hand and right hand. For a point $P_l(x_l, y_l) \in C_l$, if $P_l$ satisfies $y_l \geq y_j (\forall P_j(x_j, y_j) \in C_l, j \neq l)$, then $P_l$ will be selected as the candidate fingertip in the left hand. Similarly, we can get the candidate fingertip $P_r(x_r, y_r)$ in the right hand. In this step, we only need to get $P_l$ and $P_r$, instead of detecting all fingertips.

#### 4.3.2 Keystroke detection based on fingertip tracking

As described in the observations, when the user presses a key, the fingertip will stay at that key for a certain duration. Therefore, we can use the location variation of the candidate fingertip to detect a possible keystroke. In Frame $i$, we use $P_l(x_l, y_l)$ and $P_r(x_r, y_r)$ to represent the candidate fingertips in the left hand and right hand, respectively. If the candidate fingertips in frame $[i-1, i]$ satisfy Eq. (2) in left hand or Eq. (3) in right hand, the corresponding fingertip will be treated as static, i.e., a keystroke probably happens.

Based on extensive experiments, we set $\Delta_r = 5$ empirically.

$$\sqrt{(x_{l-i} - x_{l-i-1})^2 + (y_{l-i} - y_{l-i-1})^2} \leq \Delta_r, \tag{2}$$

$$\sqrt{(x_{r-i} - x_{r-i-1})^2 + (y_{r-i} - y_{r-i-1})^2} \leq \Delta_r. \tag{3}$$

#### 4.3.3 Keystroke localization by correlating the fingertip with the pressed key

After detecting a possible keystroke, we correlate the candidate fingertip and the pressed key to locate the keystroke, based on the observations of Section 3.1. In regard to the candidate fingertips, we treat the thumb as a special case, and also select it as a candidate fingertip at
first. Then, we get the candidate fingertip set $C_{tip} = \{P_i, P_r\}$, left thumb in frame i, right thumb in frame i}. After that, we can locate the keystroke by using Alg. 1.

**Algorithm 1: Keystroke localization**

Input: Candidate fingertip set $C_{tip}$ in frame $i$.
Remove fingertips out of the keyboard from $C_{tip}$.

for $P_i \in C_{tip}$ do
    Obtain candidate key set $C_{key}$ around $P_i$.
    for $K_j \in C_{key}$ do
        if $P_i$ is located in $K_j$ then
            Calculate the coverage ratio $\rho_{kj}$ of $K_j$.
            if $\rho_{kj} < p_l$ then
                Remove $K_j$ from $C_{key}$.
            else Remove $K_j$ from $C_{key}$.
        if $C_{key} \neq \emptyset$ then
            Select $K_j$ with largest $\rho_{kj}$ from $C_{key}$.
            if $P_i \cap J_j > \rho_i$ then forms a possible keystroke.
            else Remove $P_i$ from $C_{tip}$.
        if $C_{tip} = \emptyset$ then No keystroke occurs, return.
        if $C_{tip} = 1$ then Return the pressed key.
        Select $P_i, K_j$ with largest $\rho_{kj}$ in each hand.
        Obtain $< P_i, K_j > < P_r, K_j >$ in left (right) hand.
        Calculate relative distance $d_i, d_r$ in left (right) hand.
        if $d_i > d_r$ then Return $K_i$, else Return $K_r$.

Output: The pressed key.

**Eliminating impossible fingertips:** For convenience, we use $P_i$ to represent the fingertip in $C_{tip}$, i.e., $P_i \in C_{tip}$, $i \in \{1, 4\}$. If a fingertip $P_i$ is not located in the keyboard region, CamK eliminates it from the candidate fingertips $C_{tip}$.

**Selecting the nearest candidate keys:** For each candidate fingertip $P_i$, we first search the candidate keys which are probably pressed by $P_i$. As shown in Fig. 7(a), although the real fingertip is $P_i$, the detected fingertip is $\hat{P}_i$. We use $\hat{P}_i$ to search the candidate keys. We use $K_{cj}(x_{cj}, y_{cj})$ to represent the centroid of key $K_j$. Then we get two rows of keys nearest the location $\hat{P}_i(x_{i}, y_{i})$, i.e., the rows with two smallest $|y_{cj} - y_{i}|$. For each row, we select the two nearest keys (i.e., the keys with two smallest $|x_{cj} - x_{i}|$). In Fig. 7(a), the candidate key set $C_{key}$ is consisted of $K_1, K_2, K_3, K_4$. Fig. 8(a) shows the candidate keys of each fingertip.

![Fig. 7. Candidate keys and Candidate fingertips](image)

**Retaining candidate keys containing the candidate fingertip:** If a key is pressed by the user, the fingertip will be located in that key. Thus we use the location of the fingertip $\hat{P}_i(x_{i}, y_{i})$ to verify whether a candidate key contains the fingertip, to remove the invalid candidate keys. As shown in Fig. 7(a), there exists a small deviation between the real fingertip and the detected fingertip. Therefore, we extend the range of the detected fingertip to $R_i$, as shown in Fig. 7(a). If any point $P_k(x_k, y_k)$ in the range $R_i$ is located in a candidate key $K_j$, $\hat{P}_i$ is considered to be located in $K_j$. $R_i$ is calculated as $\{P_k \in R_i | \sqrt{(x_i - x_k)^2 + (y_i - y_k)^2} \leq \Delta r\}$. We set $\Delta r = 5$ empirically.

As shown in Fig. 7(b), a key is represented as a quadrangle $ABCD$. If a point is located in $ABCD$, when we traverse $ABCD$ clockwise, the point will be located in the right side of each edge in $ABCD$. As shown in Fig. 2(a), the origin of coordinates is located in the top left corner of the image. Therefore, if the fingertip $P_i \in R_i$ satisfies Eq. (4), it is located in the key. CamK will keep it as a candidate key. Otherwise, CamK removes the key from the candidate key set $C_{key}$. In Fig. 7(a), $K_1, K_2$ are the remaining candidate keys. The candidate keys contain the fingertip in Fig. 8(a) is shown in Fig. 8(b).

$$
\frac{AB}{AD} \times \frac{AP}{DP} \geq 0, \quad \frac{BC}{CD} \times \frac{BP}{DP} \geq 0, \\
\frac{CD}{CA} \times \frac{CP}{DP} \geq 0, \quad \frac{DA}{DB} \times \frac{DP}{DP} \geq 0.
$$

**Calculating the coverage ratios of candidate keys:** When a key is pressed, it is visually obstructed by the fingertip, as the dashed area of key $K_1$ shown in Fig. 7(a). We use the coverage ratio to measure the visually obstructed area of a candidate key, in order to remove wrong candidate keys. For a candidate key $K_j$, whose area is $S_{kj}$, the visually obstructed area is $D_{kj}$, and its coverage ratio is $\rho_{kj} = \frac{D_{kj}}{S_{kj}}$. For a larger key (e.g., the space key), we update $\rho_{kj}$ by multiplying a key size factor $f_j$, i.e., $\rho_{kj} = \min(\frac{D_{kj}}{S_{kj}}, f_j, 1)$, where $f_j = S_{kj}/S_k$. Here, $S_k$ means the average area of a key, i.e., $S_k = S_k/N_{key}$. If $\rho_{kj} \geq \rho_l$, the key $K_j$ is still a candidate key. Otherwise, CamK removes it from the candidate key set $C_{key}$. We set $\rho_l = 0.25$ by default. For each hand, if there is more than one candidate key, we will keep the key with largest coverage ratio as the final candidate key. For a candidate fingertip, if there is no candidate key associated with it, the fingertip will be eliminated. Fig. 8(c) shows each candidate fingertip and its associated key.

**4.3.4 Vertical distance with remaining fingertips**

Until now, there is one candidate fingertip in each hand at most. If there are no candidate fingertips, then no keystroke is detected. If there is only one candidate fingertip, then the fingertip is the StrokeTip while the associated key is StrokeKey, they represent the keystroke. However, if there are two candidate fingertips, we will utilize the vertical distance between the candidate fingertip and the remaining fingertips to choose the most probable StrokeTip, as shown in Fig. 2(a).

We use $P_l(x_l, y_l)$ and $P_r(x_r, y_r)$ to represent the candidate fingertips in the left hand and right hand, respectively. Then, we calculate the distance $d_l$ between $P_l$ and the remaining fingertips in the left hand, and the distance $d_r$ between $P_r$ and the remaining fingertips in the right hand.

Here, $d_l = |y_l - \frac{1}{4} \cdot \sum_{j=1}^{5} y_j|, j \neq l$, while $d_r = |y_r - \frac{1}{4} \cdot \sum_{j=10}^{15} y_j|, j \neq r|$. Here, $y_j$ represents the vertical coordinate of fingertip $j$. If $d_l > d_r$, we choose $P_l$ as the StrokeTip. Otherwise, we choose $P_r$ as the StrokeTip. The associated key for the StrokeTip is the pressed key StrokeKey. In Fig. 8(d), we choose fingertip 3 in the left hand as StrokeTip. However, considering the effect of camera’s view, sometimes $d_l$ may fail to locate the keystroke accurately. Therefore, for the unselected candidate fingertip (e.g., fingertip 8 in Fig. 8(d)), we will not discard its associated key directly. Specifically,
we sort the previous candidate keys which contain the candidate fingertip based on the coverage ratio in descending order. Finally, we select top four candidates keys and show them on the screen. The user can press the candidate key for text input (see Fig. 1), to tolerate the localization error.

\( \bar{n}_f \) value of a keystroke. When the user has pressed \( u \) keys, we can get the average number of frames during a keystroke as \( \bar{n}_f = \frac{1}{u} \cdot \sum_{i=1}^{u} n_{0i} \). In fact, \( \bar{n}_f \) reflects the duration of a keystroke. When the frame rate \( f \) changes, the number of frames in a keystroke \( \bar{n}_f \) changes. Intuitively, a smaller value of \( \bar{n}_f \) can reduce the image processing time, while a larger value of \( \bar{n}_f \) can improve the accuracy of keystroke localization. Based on extensive experiments (see section 7.3), we set \( \bar{n}_f = 3 \), thus \( f = \left\lfloor \frac{f_0 \cdot \bar{n}_f}{n_0} \right\rfloor \).

5.2 Online Calibration
Removing false positive keystrokes: Under certain conditions, the user does not type any key while keeping the fingers stationary, CamK may misclassify the non-keystroke as a keystroke. Thus we introduce a temporary character to mitigate this problem.

In the process of pressing a key, the StrokeTip moves towards the key, stays at that key, and then moves away. The vertical coordinate of the StrokeTip first increases, then pauses, then decreases. If CamK has detected a keystroke in \( \bar{n}_f \) consecutive frames, it displays the current character on the screen as a temporary character. In the next frame(s), if the position of the StrokeTip does not satisfy the features of a keystroke, CamK will cancel the temporary character. This does not have much impact on the user’s experience, because of the short time between two consecutive frames. Besides, CamK also displays the candidate keys around the StrokeTip, the user can choose them for text input.

Movement of smartphone or keyboard: CamK presumes that the smartphone and the keyboard do not move while in use. For best results, we recommend the user to tape the paper keyboard on a flat surface. Nevertheless, to alleviate the effect caused by the movements of the mobile device or the keyboard, we offer a simple solution. If the user continuously uses the Delete key on the screen multiple times (e.g., larger than 3 times), CamK will inform the user to move his/her hands away from the keyboard for relocation. After that, the user can continue the typing process. The relocation process just needs the user to move away the hands and it is usually less than 10s.

5.3 Real Time Image Processing
As a text-entry method, CamK needs to output the character without noticeable latency. According to Section 4, in order to output a character, we need to capture images, track fingertips, and finally detect and locate the keystroke. The large time cost in image processing leads to large time latency for text output. To solve this problem, we first profile the time cost of each stage in CamK, and then introduce four optimization techniques to reduce the time cost. Unless otherwise specified, the frame rate is set to 30fps by default.

5.3.1 Time cost in different stages
There are three main stages in CamK, i.e., capturing the images, tracking the fingertips, and locating the keystroke. The stages are respectively called ‘Cap-img’, ‘Tra-tip’ and ‘Loc-key’ for short. We first set the image size to 640 * 480 pixels which is supported by many smartphones, and then measure the time cost of producing or processing one image in each stage with a Samsung GT-I9100 smartphone (GT-I9100 for short). According to the measurement, the time
cost in ‘Cap-img’, ‘Tra-tip’, ‘Loc-key’ is 99ms, 118ms, 787ms, respectively. Here, ‘Cap-img’ means the time for capturing an image, ‘Tra-tip’ means the time for processing the image to select the candidate fingertips, ‘Loc-key’ means the time for processing an image to locate the keystroke. We repeat the measurement for 500 times to get the average time cost.

According to Section 5.1, we need to capture/process three images during a keystroke to guarantee the localization accuracy. Thus we can estimate the minimal time \( T_{k1} \) of detecting and locating a keystroke with Eq. (5). Obviously, 1320ms is a very large latency, thus more optimizations are expected for CamK to realize real time processing.

\[
T_{k1} = (99 + 118 + 99 + 118 + 99 + 787)\text{ms} = 1320\text{ms} \tag{5}
\]

### 5.3.2 Adaptingly changing image sizes

As described before, it is rather time-consuming to process the image with 640×480 pixels. Intuitively, if CamK operates on smaller images, it would reduce the time cost. However, to guarantee the keystroke localization accuracy, we can not use a very small image. Therefore, we adaptively adopts different sizes of images for processing, as shown in Fig. 9. We use smaller images to track the fingertips during two keystrokes and use larger images to locate the detected keystroke. Based on extensive experiments, we set the size of the small image to be 120×90 pixels, while the large image size is 480×360 pixels. As shown in Fig. 9, when a keystroke will happen, CamK adaptively changes frame \( i \) to be a large image (i.e., 480×360 pixels). After that, CamK changes the following frames to small images (i.e., 120×90 pixels) until the next keystroke is detected. The time cost in ‘Cap-img (120×90 pixels)’, ‘Cap-img (480×360 pixels)’ ‘Tra-tip (120×90 pixels)’, ‘Loc-key (480×360 pixels)’ is 32ms, 75ms, 9ms, 631ms, respectively. Then, we can estimate the minimal time cost \( T_{k2} \) to detect and locate a keystroke with Eq. (6). Here, \( T_{k2} \) is 59.7% of \( T_{k1} \). However, more optimizations are expected for large-size image processing.

\[
T_{k2} = (32 + 9 + 32 + 9 + 75 + 631)\text{ms} = 788\text{ms} \tag{6}
\]

### 5.3.3 Optimizing large-size image processing

Based on Fig. 8, the keystroke is only related to a small area of the large-size image. Thus we optimize CamK by only processing the small area around the StrokeTip: the red region of frame \( i \) shown in Fig. 9. Suppose the position of the candidate fingertip in frame \( i - 1 \) (small image) is \( P_{i-1}(x_i, y_i) \), then we scale the position to \( P_{i-1}(x_i', y_i') \) (corresponding position in large image), according to the ratio \( \rho_{sl} \) of the small image to the large image in width, i.e.,

\[
\frac{x_i'}{x_i} = \frac{y_i'}{y_i} = \rho_{sl}.
\]

Here, \( \rho_{sl} = \frac{120}{480} = 0.25 \). Then, CamK only processes the area \( S'_{c} \) in frame \( i \) (large image) to reduce time cost, as shown in Eq. (7). We set \( \Delta x = 40, \Delta y = 20 \) by default.

\[
S'_{c} = \{ P_i(x_i, y_i) \in S_{c} | |x_i - x'_i| \leq \Delta x, |y_i - y'_i| \leq \Delta y \} \tag{7}
\]

Currently, the processing time for the large-size image is 339ms. We can estimate the minimal time to detect and locate a keystroke with Eq. (8), which is 37.6% of that in Eq. (5). However, the processing time 339ms for the large-size image is still a little high. If CamK works with a single thread, it may miss the next keystroke, due to the large processing time. Thus, CamK is expected to work with multiple threads in parallel.

\[
T_{k3} = (32 + 9 + 32 + 9 + 75 + 339)\text{ms} = 496\text{ms} \tag{8}
\]

#### 5.3.4 Multi-thread processing

According the above conclusion, CamK uses three threads to capture, detect and locate the keystrokes in parallel. As shown in Fig. 10, the ‘Cap-img’ thread captures the images, the ‘Tra-tip’ thread processes the small images for keystroke detection, and the ‘Loc-key’ thread processes the large image to locate the keystroke. In this way, CamK will not miss the frames of next keystroke, because the ‘Cap-img’ thread does not stop taking images. As shown in Fig. 10, CamK utilizes consecutive frames to determine the keystroke and also introduces the online calibration to improve the performance.

Fig. 10. Multi-thread Processing

By adopting multiple threads, we can estimate the minimal time to detect and locate the keystroke with Eq. (9), which is 36.4% of that in Eq. (5). Because the frame rate is 30fps, the interval between two frames is 33ms. Therefore, we use 33ms to replace 32ms (‘Cap-img’ time). In regard to the ‘Tra-tip’ time (9ms), which is simultaneous with the ‘Cap-img’ time of the next frame, thus not being added in Eq. (9). When comparing with Eq. (8), Eq. (9) does not reduce much processing time. This is mainly caused by the time-consuming operations for writing and reading each image. Therefore, it is better eliminate the operations of writing/reading images.

\[
T_{k4} = (33 + 33 + 75 + 339)\text{ms} = 480\text{ms} \tag{9}
\]

### 5.3.5 Processing without writing and reading images

To remove the operations of writing and reading images, we store the image data captured by the camera in the RAM. Then, CamK accesses the data based on pass-by-reference. It indicates that different functions access the same image data. In this way, we remove the operations of reading and writing images. The corresponding time cost in each stage is shown in the ‘Reference’ row of Table 1. Here, the time cost for capturing/storing the source data of a small image and a large image is the same. This is because the limitation of hardwares, in preview mode, the size of the source data in each frame is the same (e.g., 480 * 360 pixels). If we want to get the image with size 120 * 90 pixels, we will resize the image during image processing.

In Table 1, the time cost includes the time of reading image data from the RAM and processing the image data.
When processing images with 120 * 90 pixels, CamK only needs to detect the candidate fingertips with hand segmentation and fingertip discovery. When processing images with 480 * 360 pixels, CamK not only needs to detect the fingertip, but also needs to select the candidate keys, calculate the covered area of the pressed key and correlate the candidate fingertip with the pressed key to locate the keystroke. Thus the time cost of processing the image with 120*90 pixels is smaller than that of the image with 480*360 pixels. According to Table 1, we can estimate the minimal time to detect and locate a keystroke with Eq. (10), which is only 15.5% of that in Eq. (5). Here, 33ms means the waiting time between two images, because the maximum frame rate is 30fps. Unit now, $T_k$ is comparable to the duration of a keystroke, i.e., the output time latency is usually within 50ms and below human response time [7].

$$T_k = (33 + 33 + 33 + 106)\text{ms} = 205\text{ms}$$ (10)

<table>
<thead>
<tr>
<th></th>
<th>Cap-img (120*90)</th>
<th>Cap-img (480*360)</th>
<th>Tra-tip (120*90)</th>
<th>Loc-key (480*360)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>0.02ms</td>
<td>0.02ms</td>
<td>13ms</td>
<td>106ms</td>
</tr>
</tbody>
</table>

### 5.4 Reduction of Power Consumption

To make CamK practical for small mobile devices, we need to reduce the power consumption in CamK, especially in image processing. Based on the definition of Camera.Parameters [33] in Android APIs, the adjustable parameters of camera are picture size, preview frame rate, preview size, and camera view size (i.e., window size of camera).

Among the parameters, the picture size has no effect on CamK. The preview frame rate and preview size (i.e., image sizes) have already been optimized in Section 5.1 and 5.3. Therefore, we only observe how camera view size affect the power consumption by a Monsoon power monitor [34]. When we respectively set the camera view size to 120*90, 240*180, 360*270, 480*360, 720*540, 960*720, 1200*900 pixels, the corresponding power consumption is 1204.6, 1228.4, 1219.8, 1221.8, 1222.9, 1213.5, 1222.2 mW. The camera view size has little effect on power consumption. In this paper, the camera view size is set to 480*360 pixels by default.

### 6 Extension: Multi-touch and Word Prediction

To provide a better user experience, we add multi-touch to allow the user to use a key combination, e.g., pressing ‘shift’ and ‘a’ at the same time. Besides, we introduce word prediction to guess the possible word to be typed to improve prediction word frequencies [35], which are sorted by frequency of use in descending order. We use $E_i$, $i \in [1, N_c]$ to represent the priority level of the common word $W_i$. $E_i = \frac{N_c - i}{N_c - 1}$, $E_i \in (0, 1)$. In regard to word frequencies of the typed words, we use $F_j$ to represent the frequency of word $W_j$ typed by the user in CamK. Initially, $F_j$ is set to zero. Everytime the user types a word $W_j$, the frequency of $W_j$ increases by one. Whatever the larger priority level or the larger word frequency, it indicates the word has a higher probability to be typed. By matching the prefix $Sp_k$ of word $W_k$ with that of common words, we get the top $- m_c$ candidate words $l_{c_1}$ with the highest $E_i$. Similarly, we get the top $- m_u$ candidate words $l_{c_2}$ with the highest $F_j$. After that, we merge $l_{c_1}$ and $l_{c_2}$ to get the candidate words in $(l_{c_1} \cup l_{c_2})$. We set $N_c = 1000$, $m_c = m_u = 5$ by default.

As shown in Fig. 12, when the user types ‘w’, we get $l_{c_1}$ as ${\{with, we, what, who, would\}}$, while $l_{c_2}$ is ${\{word, words, we\}}$. Then, we merge the candidate words as ${\{with, we, what, who, would, word, words\}}$. By pressing the button corresponding to the candidate word (e.g., “word”), the user can omit the following keystrokes (e.g., ‘o’, ‘r’ and ‘d’). Then, CamK can improve the input speed and reduce the computation/energy overhead.
7 PERFORMANCE EVALUATION

We implement CamK on smartphones running Android. We use the layout of AWK (Apple Wireless Keyboard) as the default keyboard layout, which is printed on a piece of US Letter sized paper. Unless otherwise specified, we use the Samsung GT-I9100 smartphone whose Android version is 4.4.4, the frame rate is 15fps, the image size is 480 × 360 pixels, and CamK works in the office. We first evaluate each component of CamK. Then, we test the performance of CamK in different environments. Finally, we recruit 9 participants to use CamK and compare the performance of CamK with other text-entry methods.

7.1 Localization accuracy for known keystrokes

To verify whether CamK has obtained the optimal parameters for image processing, we first measure the accuracy of keystroke localization with a Samsung SM-N9109W smartphone, when CamK knows a keystroke is happening. The user presses 59 keys (excluding the PC function keys: first row, five keys in last row) on the paper keyboard. Specifically, we let the user press the sentences/words from the standard MacKenzie set [37]. Besides, we introduce some random characters to guarantee that each key will be pressed with fifty times. We record the typing process with a camera. When the occurrence of a keystroke is known, the localization accuracy is close to 100%, as shown in Fig. 13. It indicates that CamK can adaptively select suitable values of the parameters used in image processing.

7.2 Accuracy in different environments

To verify whether CamK can detect and locate the keystroke accurately, we conduct the experiments in four typical scenarios: an office environment (light’s color is close to white), outdoors (basic/pure light), a coffee shop (light’s color is a little bit closer to that of human skin), and a restaurant (light is a bit dim). In each test, the user types words from the MacKenzie set [37] and makes $N_k = 500$ keystrokes. Suppose CamK locates $N_a$ keystrokes correctly and treats $N_f$ non-keystrokes as keystrokes wrongly. We define the localization accuracy as $p_a = \frac{N_a}{N_k}$, while the false positive rate as $p_f = \min\left(\frac{N_f}{N_a}, 1\right)$. As shown in Fig. 14, CamK can achieve high accuracy (close to or larger than 85%) with low false positive rate (about 5%). In the office, the localization accuracy can achieve above 95%.

7.3 Effect of frame rate

As described in section 5.1, the frame rate affects the number of images $n_f$ during a keystroke. If the value of $n_f$ is too small, CamK may miss the keystrokes. On the contrary, more frames will increase the time latency. Based on Fig. 15, when $n_f \geq 3$, CamK has good performance. When $n_f > 3$, there is no obvious performance improvement. While considering the accuracy, false positive, and time latency, we set $n_f = 3$.

Besides, we invited 5 users to test the duration $\Delta t$ of a keystroke. $\Delta t$ represents the time when the StrokeTip is located in the StrokeKey from the view of the camera. Based on Fig. 16, $\Delta t$ is usually larger than 150ms. When $n_f = 3$, the frame rate is less than the maximum frame rate (30fps), i.e., CamK can work under the frame rate limitation of the smartphone. Therefore, $n_f = 3$ is a suitable choice.

7.4 Effect of image size

At first, we choose a constant image size. Based on Fig. 17, as the size of image increases, the performance of CamK becomes better. When the size is smaller than 480 × 360 pixels, CamK can not extract the keys correctly, the performance is rather bad. When the size of image is 480 × 360 pixels, the performance is good. Keeping increasing the size does not bring obvious improvement. However, increasing the image size will increase the time cost and power consumption (measured by a Monsoon power monitor [34]) for processing an image, as shown in Fig. 18. Based on section 5.3, CamK adopts both large images and small images. To guarantee high accuracy and low false positive rate, and reduce the time latency and power consumption, the size of the large image is set to 480 × 360 pixels. In regard to small images, when the image size decreases from 480 × 360 to 120 × 90 pixels, CamK has high accuracy and low false positive rate, as shown in Fig. 19. If the size of small images continuously decreases, the accuracy decreases a lot, and the false positive rate increases a lot. However, decreasing the image size means decreasing the time cost/power consumption, as shown in Fig. 20. Combining Fig. 19 and Fig. 20, the size of small image is set to 120 × 90 pixels.

7.5 Time latency and power consumption

Based on Fig. 20, the time cost for locating a keystroke is about 200ms, which is comparable to the duration of a keystroke, as shown in Fig. 16. Thus CamK can output the text without noticeable time latency. The time latency is usually within 50ms, which is below the human response time [7]. In addition, we measure the power consumption of a Samsung GT-I9100 smartphone in following states: (1) idle with the screen on; (2) writing an email; (3) keeping the camera on the preview mode (frame rate is 15fps); (4) running CamK (frame rate is 15fps) for text-entry. The power consumption in each state is 505mW, 1118mW, 1189mW, 2159mW. The power consumption of CamK is a little high. However, using a smartphone with better hardwares can change multiple threads into one thread for power saving.

7.6 Effect of keyboards with different layouts, colors and textures

Different layouts: We use three common keyboard layouts, i.e., AWK [38], US ANSI [39], and UK ISO [39], to verify the scalability of CamK. Each keyboard layout is scaled on a piece of US Letter sized paper with similar inter-key distances. Based on Fig. 21, whatever the keyboard layout is, CamK has good performance. It can achieve above 93% accuracy of keystroke localization, while the false positive rate is usually less than 7%.

Different colors/textures: We use keyboards with different colors and textures to test CamK. As shown in Fig. 22, the background of the keyboard is set to black, blue, green, red and brown wood texture. When there is a large difference between the colors of the keyboard and the skin, e.g., the keyboard with black, blue and green background, the localization accuracy is usually larger than 90%, while the false positive rate is lower than 5%. In regard to the keyboard with red color or brown wood texture, the color of keyboard is close to that of human skin, it is harder to extract the contour of the fingertip from the keyboard, thus the localization accuracy of CamK decreases.
### 7.7 Effect of different phones

In addition to the Samsung GT-I9100 smartphone, we also test CamK in Samsung SM-G9009W (Android version 5.0) and SM-N9109W (Android version 6.0.1) smartphones, in terms of the accuracy of keystroke localization, the false positive rate of keystroke detection, time cost and power consumption. According to Fig. 23, whatever the phone model is, the keystroke localization accuracy can achieve above 90%, while the false positive rate is usually less than 6%. According to Fig. 24, which shows the time cost of capturing an image, processing a small-size image, processing a large-size image in different phones, SM-G9009 and SM-N9109W smartphone greatly reduce the time cost of the same task. In regard to the total time of detecting and locating a keystroke, i.e., ‘Keystroke’ bar in Fig. 24, the time cost in SM-G9009W and SM-N9109W smartphone are 54.3% and 58.6% of that in GT-I9100 smartphone, respectively. In Fig. 25, we test power consumption in four states: (1) idle with the screen on; (2) writing an email; (3) keeping the camera in the preview mode (the preview size is 480 × 360 pixels and frame rate is 15fps); (4) running CamK (frame rate is 15fps). Usually, the power consumption of CamK is a little high, because we use the power-consuming camera module and adopt multiple threads. In future, when the smartphone is configured with better hardware, we can change the three threads into one thread to reduce power consumption.

### 7.8 Effect of skin colors

We invited four users with different skin tones to observe how the skin color affects the performance of CamK. The skin color of each user is represented with the color in Fig. 26. Intuitively, if the skin color is closer to the color of keys or the keyboard’s background, it will be more difficult to extract the finger’s contour. However, even if the skin color changes, CamK can still work. As shown Fig. 26, the false positive rate is usually lower than 6.0% while the localization accuracy is usually larger than 90.0%.

### 7.9 Working in complex environments

#### Keyboard-device distance:
While considering the effect of the camera’s view, we test the performance of CamK by changing the distance between the keyboard and the device (Samsung SM-N9109W smartphone). According to Fig. 27, when the distance is smaller than 17cm, the keystroke localization accuracy is larger than 90%. If the distance keeps increasing, the keys look smaller in the camera’s view, thus the small deviation of the detected fingertip can lead to keystroke localization error, i.e., the performance of CamK decreases.

#### Keyboard’s displacement:
To test whether CamK can tolerate the slight movement of the keyboard, we respectively move the keyboard left, right, up, down with 5mm and 8mm. According to Fig. 28, when the keyboard is moved within 5mm, the keystroke accuracy is still larger than 90.0%. However, when the keyboard is moved with a large distance (e.g., 8mm), CamK may locate the keystroke wrongly. When moving the keyboard down with 8mm, the keystroke localization accuracy drops to 63.8%.

#### Different surfaces:
To test CamK on different surfaces, we respectively put the paper keyboard on a flat surface on a desk, a matte surface on a windowsill, and a soft surface on a sofa. According to Fig. 29, CamK can work well on flat surface and matte surface. However, on the soft surface, when the user presses a key, her/his fingertip will change the location of the key, then CamK will wrongly match the fingertip with another key originally located in this place, thus the localization accuracy drops under 90.0%.

#### Dynamic backgrounds:
To test CamK in dynamic backgrounds, we perform the tests in a room, on the metro
(subway train), and on a campus bus using a portable lap-
desk. When CamK works in a bus, the slowing down and
speeding up of the bus will lead to the movement of the
panel. When pressing a key, the moved panel will make the
finger be located in another key, leading to an error. When
CamK works in the environment with a steady moving
state, the keystroke localization accuracy is usually close to
or larger than 90%, as shown in Fig. 30.

8 User Study

To verify the efficiency of CamK, we compare CamK with
the following three input methods: IBM style PC keyboard,
Android on-screen keyboard, and Swype keyboard [40],
which allows the user to slide a finger across the keys and
use the language mode to guess the word. We recruit 9
participants (3 female and 6 male, $\mu = 24.4$ years old) to
test the above input methods in the office. Each participant
types the same regular text sentences and random characters
in each method. The regular text sentences are picked from
the standard MacKenzie set [37] [7]. The random characters
are randomly selected from the characters in the AWK
keyboard. Before using each keyboard, the user has 10
minutes to familiarize with it. After that, each user respec-
tively spends 10 minutes to type regular text and random
characters with each input method. In the experiments,
the participant deploys the system and presses the key
according to his/her habits. In the trails, the participants can
correct the erroneous input as they want. However, if they
do not find the mistake until several characters later, they
should ignore the mistake and continue the typing process.
We use the input speed (characters per second) and the error
rate $p_e = (1 - p_a) + p_f$ as metrics for comparison.

8.1 Typing without word prediction

Regular text input: Fig. 31 shows the input speed of each
user while inputting regular text. Each user achieves the
highest input speed when using the PC keyboard. In regard
to other virtual keyboards, CamK can achieve 1.25X typing
speedup, when compared to the on-screen keyboard. In
CamK, the user can type 1.5-2.5 characters per second. When
compared with UbiK [7], CamK improves the input speed
about 20%. Fig. 32 shows the error rate of each method.
Usually, the error rate of CamK is between 5% – 9%, which
is comparable to that of UbiK (about 4% – 8%).

Random character input: Fig. 33 shows the input speed
of each user when inputting random characters, which
contain a lot of digits and punctuations. The input speed
of CamK is comparable to that of a PC keyboard. CamK
achieves 2.5X typing speedup, when compared with
the on-screen keyboard and Swype, which need to switch
between different screens to find letters, digits and punctua-
tions. When inputting random characters, UbiK [7] achieves
about 2X typing speedup, compared to that of on-screen
keyboards. It implies that CamK can improve more input
speed compared to UbiK. Fig. 34 shows the error rate of each
method. The error rate in CamK (6% – 10%) is comparable
to that of UbiK [7] (about 4% – 10%).

8.2 Text input with word prediction

Fig. 35 shows the input speed and error rate while using
word prediction, we average the experiment results of 9
users. As shown in Fig. 35(a), when the number of common
words is 2000, the input speed is increased by 13.4%, when
compared with that without word prediction. At the same
time, the error rate also decreases, because the user presses
less keys for the same amount of words. As shown in Fig.
35(b), when the number of common words is 2000, the
error rate is decreased by 14.1%, when compared with that
without word prediction. In addition, as the typing time
increases, the number of candidate words from the typed
words will increase, the input speed increases (shown in Fig.
35(c)), while the error rate decreases (shown in Fig. 35(d)).

In the user study, we compare CamK with other three
input methods, i.e., PC keyboard, Android on-screen key-
board, Swype keyboard. When compared with PC key-
boards, CamK is a little inferior than the PC keyboard, due
to the lack of the tactile feedback of pressing keys. However,
unlike the bulky PC keyboard, CamK only uses a portable
paper keyboard. When compared with the on-screen keyboard and Swype keyboard, CamK has better performance than these two input methods in input speed, especially when the text contains many digits and punctuations. In regard to UbiK and our CamK, they have comparable performances in input speed and error rate. However, UbiK requires the user to click keys with their fingertips and nails, while CamK provides a similar user experience to using PC keyboards.

9 DISCUSSION

Considering the effect of camera settings, environments and diverse user behaviors, CamK still bears some limitations. **Field of view:** We set the aspect ratio of the captured image to 4 : 3, which is supported by a lot of phones. In fact, if the camera works with an aspect ratio of 16 : 9, it can capture larger images in the same location. However, different aspect ratios also mean different image sizes, which affect the efficiency of image processing. In future, we will implement CamK by capturing images in different aspect ratios and test the performance of CamK. **White balance error:** CamK introduces a light training before typing, to tolerate the effect of environments. In future, we aim to iteratively adjust the extracted hand regions with the learned parameters in previous rounds, to enhance the tolerance of white balance errors. **Typing postures:** When the user puts the hands on the keyboard and presses the key with slight movements of fingertips, CamK may wrongly recognize the StrokeTip or miss the keystroke. In future, we try to combine the movements of multiple fingers to infer the keystroke. Besides, we try to make a sound for a keystroke to provide a feedback to the user in text entry.

10 CONCLUSION

In this paper, we propose CamK for inputting text into small mobile devices. By using image processing techniques, CamK can achieve above 95% accuracy for keystroke localization, with only 4.8% false positives. Based on our experiment results, CamK can achieve 1.25X typing speedup for regular text input and 2.5X for random character input, when compared with on-screen keyboards. Besides, we introduce word prediction to further improve the input speed for regular text by 13.4%.
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