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Abstract—Datacenter networks enable multiple paths between hosts to provide large bisection bandwidth. It requires load balancers to cope with network uncertainties such as traffic dynamics and topology asymmetry. Existing edge-based load balancing schemes are usually faced with the problem of limited network visibility. This article proposes MEET, a rack-level pooling based load-balancer deployed at the edge that can handle the aforementioned uncertainties. MEET utilizes both passive information as well as active probing to comprehensively sense the network conditions with relatively low cost. MEET dynamically reroutes flows effectively based on the visibility of the network condition. MEET has been tested with extensive flow-level simulations against state-of-the-art load balancers. It outperforms Hermes by up to 10% in the experiments, and outperforms others solutions such as DRILL by up to 50%. MEET requires no modifications to the switches and is feasible to deploy at the edge.

Index Terms—Load balancing, datacenter network

1 INTRODUCTION

Datacenter networks setup multiple paths between pairs of hosts and balance the traffic among these paths to provide large bisection bandwidth and satisfy the increasing traffic demands of applications such as big-data analytics, web services, and cloud storage. Load balancing schemes play an important role in datacenter networks to reasonably distribute traffic among available paths in response to network uncertainties such as link failure and asymmetry. However, most datacenters still use Equal-Cost Multi-Path (ECMP) as the default load balancer [24], which randomly selects paths based on the 5-tuple hash value of a flow without considering path conditions. ECMP is widely adopted for its simplicity, but it causes problems such as hash collision and bandwidth waste. To address the shortcomings of ECMP, a lot of alternative load balancing schemes have been proposed [1], [13], [22], [28], [38], [44].

Most of the switch-based solutions such as LetFlow [43], DRILL [16], and CONGA [2], have deployment limitations as they require specific switch chips or modified switches, while existing edge-based solutions [22], [28], [30] lacks network awareness to make accurate rerouting decisions.

In order to support the large-scale expansion of applications and data, two opposite trends of work are ongoing at the same time. One is to do more things at the switch. Manufacturers such as Cisco [11], Arista [4] and Barefoot [37] are now manufacturing programmable switches supporting languages like P4 [9]. The other is to move unnecessary or complex functions from core network to the edge. For instance, NetFATE [34] introduces an open framework to enable network functions at the edge. [12] presents a container-based platform that can bring network functions to the network edge. Clean [26] proposes to control the switch queue length at the access point of the network. The core network switch retains only the basic forwarding functions, with the complex network functions being moved to the edge of the network. Essentially, datacenter network will become simple network controlled by intelligent edges, with switches implementing simple static routing strategies. This work presents a load balancing scheme that follows the second trend. In terms of load balancing, the rapid development of smart or advanced network interface cards (smart NICs) at the edge enables end-hosts to participate in the routing construction and load balancing decisions in datacenter networks.

Edge-based load balancing schemes are usually faced with the problem of limited network visibility compared with switch-based solutions, where switches can quickly and timely obtain the global path congestion information and make a better routing decision afterwards. For example, CLOVE [30] and Hermes [45] are the two representative edge-based load balancing solutions. CLOVE is with limited capability to detect network congestion and update the path congestion signals slowly. Hermes can respond to congestion in a shorter time through proactive congestion detection strategies and cautious...
rerouting. However, as each host in Hermes only receives partial congestion information from the arriving packets, routing decisions based on the limited local path congestion information cannot be accurate. Both of the solutions suffer drawbacks caused by limited network visibility.

Given the above observation, we ask the following question: can we design an edge-based load balancing solution that can obtain global path information and gracefully balance the traffic in response to the network uncertainties? In this paper, we propose Meet to answer this question affirmatively.

Meet is a load balancing solution that is deployed at the edge, and obtains global path congestion information through in-rack cooperation. The core idea of Meet is to obtain a better network visibility through converging path congestion information received by all the hosts under the same rack together with a proactive detection mechanism. Meet derives the path congestion status from round-trip-time (RTT) of packets. In Meet, hosts under the same rack send the received path congestion information to a central host under the current rack, so that the central host will have congestion information of all the paths related to that rack. In addition, the central host actively probes the network condition as a complement under the guidance of the power of two choices technique [36], which can effectively increase the sensing scope at minimal probing cost. The central host will broadcast the accumulated path condition to other hosts under the same rack, which then make rerouting decisions accordingly. As discussed in Section 5, Meet is limited by the inherent shortcomings of edge-based load balancing schemes and cannot handle tiny flows and bursts in time. We leave the improvement of Meet for tiny flows and bursts as a future work.

Meet is a pure edge-based load balancing solution, which is feasible to deploy and requires no switch modifications. The edge-based distributed approach that Meet adopts makes it have good scalability without compromising the global view of the network. It has been tested extensively in large-scale simulations with realistic web-search [3] and data-mining [18] workloads. The experiment results demonstrate that Meet handles network congestion and uncertainties well for most popular workloads in both symmetric and asymmetric topology.

### 2 Background and Challenges

This section introduces the background about the trend of edge-based solutions for datacenter network. Then we describe the challenges we meet in designing an edge-based load balancer for datacenter network.

#### 2.1 Marginal Deployment

Driven by business and applications, a new wave of network demand is coming toward IT infrastructure technology. Through research on enterprises and cloud service providers, it is not difficult to know that the network construction of next-generation datacenter should cater to the following trends: modularization, standardization and simplification. It means that the complex network functions will be stripped from the core network and transferred to the edge, which is conducive to enhancing the scalability of the network. At the same time, there is a question, whether the edge has the ability to handle the complex network function? The rapid development of smart NICs provides an affirmative answer. With the help of smart NICs, edges will be able to participate in handling complex network functions and realize many advantages of software-defined networking (SDN) and network function virtualization (NFV). Removing network load balancing and other lower-level functions from the server CPU will ensure maximum processing power for applications. At the same time, the smart NICs can also provide distributed computing resources, so that users can develop their own software or provide access services, thereby accelerating specific applications. Smart NICs also ensure that the edge has the ability to participate in datacenter load balancing decisions. However, Table 1 shows that most of existing load balancing schemes were deployed on switches. Even if some of them were deployed on the end, they are not all congestion-aware.

#### 2.2 Complex Network Status

**Traffic Dynamics.** Traffic of datacenter network is constantly changing [6], [8], [10], [17], [33], [46]. The occurrence of congestion is uncertain, in the datacenter. Load balancing schemes in datacenter network should be able to cope with the dynamic traffic. CLOVE passively deals with congestion, and adjusts the path weights only when congestion has occurred. The consequence of passive response is that the congestion cannot be mitigated in a timely manner. It may happen that the congestion has been over before the

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Minimum routing unit</th>
<th>Deployment location</th>
<th>Congestion-aware</th>
<th>Advanced hardware</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECMP [24]</td>
<td>flow</td>
<td>switch</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Hedera [1]</td>
<td>flow</td>
<td>edge switch</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>MPTCP [39]</td>
<td>flow</td>
<td>host</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>FlowBender [28]</td>
<td>flow</td>
<td>host</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>CLOVE [30]</td>
<td>flowlet</td>
<td>software edge switch</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>CONGA [2]</td>
<td>flowlet</td>
<td>edge switch</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>HULA [31]</td>
<td>flowlet</td>
<td>edge switch</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>DRB [10]</td>
<td>packet</td>
<td>host</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Presto [22]</td>
<td>flowcell</td>
<td>edge switch</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>LetFlow [43]</td>
<td>flowlet</td>
<td>switch</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>DRILL [16]</td>
<td>packet</td>
<td>switch</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Hermes [45]</td>
<td>packet</td>
<td>host</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Meet (Ours)</td>
<td>flowlet</td>
<td>host</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>
Countermeasures are taken, and it cannot respond to the rapid and dynamic traffic in datacenter network in time.

Asymmetry. Asymmetry is not uncommon in datacenter network, where multiple reasons such as link failure, switch malfunction and heterogeneous devices (different link bandwidth and different number of ports) can lead to network asymmetry [17], [19]. This causes the bandwidth of multiple paths between pairs of hosts to be different. Fig. 1 shows two typical asymmetric topologies. The asymmetry in Fig. 1a is caused by link failure, while asymmetry in Fig. 1b is resulted from the heterogeneous link capacity. A load balancer should deal with these asymmetry gracefully or severe congestion will occur.

In a network with the symmetric topology, it is enough for a load balancing scheme to evenly distribute traffic among all available paths to achieve good results. For instance, Presto [22] divide flows into datacells with the same size (64KB) which called flowcell [22], and then evenly distribute the flowcells to different paths by polling. However, it is not the case in a network with the asymmetric topology in that the bandwidth among different paths may be different, even uniform distribution will cause congestion and waste of bandwidth. In an asymmetric network, there are problems such as slow response and slow convergence. Letflow [43] splits flows into flowlets [29] with different unit sizes. However, the scheme cannot respond to path dynamics timely as it does not adopt a proactive pairing strategy, and passively adjusts only after congestion occurs.

Fig. 1. Two asymmetric topologies.

2.3 Limited Visibility

Comprehensive visibility of network conditions is important for load balancers to make decisions. However, edges of datacenter networks can only get relatively limited information about the network condition. Round-Trip Time (RTT) and Explicit Congestion Notification (ECN) are two of the most essential signals about network congestion status that edges can obtain. RTT is the length of time it takes for a signal to be sent plus the time it takes for an acknowledgement of that signal to be received. Both propagation time and queueing delay of the paths between the two communication endpoints are included in RTT, which can directly reflect the path congestion. Intuitively, if most of the data packets passing through a path have a large RTT, that path is likely under congestion. ECN enables end-to-end congestion notification between two endpoints over TCP/IP based networks. When ECN is successfully negotiated, an ECN-enabled switch will set a mark in the IP header instead of dropping a packet in order to signal impending congestion. ECN indicates the congestion of data packets queued in the switch buffer. However, ECN will suffer from errors due to limited sample size and other reasons.

In contrast, load balancers deployed on the switch is able to obtain the information of the data packets passing through the switch globally. For example, the switch-based load balancing solution, CONGA [2], is able to reroute flows to paths with smallest congestion level derived from measured rate of each path. However, for edge-based load balancing schemes, decisions based on limited information will introduce errors.

3 SYSTEM DESIGN

This section introduces the detailed design of MEET. Limited visibility of the network condition together with network uncertainties in datacenter network restricts the effectiveness of edge-based load balancing schemes. In order to overcome the limitations, MEET adopts a rack-level pooling based solution to monitor the network status in real time and reroute flows accordingly.

3.1 Congestion Awareness From RTT

RTT of a packet is affected by several factors, such as network congestion, number of hops to the destination, and network stack delay of end hosts. It can be regarded as a
The method of accumulating congestion values requires a sufficient amount of data so that such congestion values are more accurate. It is not enough to only depend on the data volume of one host. MEET requires hosts under a same rack to collaborate with each other in order to achieve more comprehensive data for a better visibility of paths related to hosts from that rack. Specifically, one host is selected as a proxy under each rack, while all the other hosts transfer the accumulated congestion value to that proxy host. In this way, the proxy host under each rack will have the aggregated congestion value of all paths related to the traffic from that rack. Consequently, the determination of the path congestion status will be more accurate with more comprehensive data. In order to reduce the additional bandwidth overhead for transmitting data to the proxy host, MEET let each host accumulate the current congestion value first, and then transmit the cumulative value to the proxy, which will do a global accumulation. In this way, additional bandwidth consumption for data aggregation can be reduced.

Fig. 3 illustrates an example of congestion value aggregation. Host1 and Host2 locate in the same rack and record the congestion value of three paths A, B and C respectively. At this time, the records are separated among different hosts (i.e., Host1 & Host2). In order to make the network more visible, both Host1 and Host2 will send the congestion information to the proxy host. Then the proxy host accumulates the collected congestion values. The proxy host will get the congestion status of all paths through normalizing the accumulated congestion value as in Line 7, Algorithm 2. A path with larger normalized congestion value is with a higher probability of path congestion.

Algorithm 2. Aggregating Congestion Values in a Rack

<table>
<thead>
<tr>
<th>Input:</th>
<th>Congestion value per packet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>Congestion value of each path</td>
</tr>
</tbody>
</table>

1: for each packet on each path do
2: Get $C$(congestion) by Algorithm 1
3: $C_{total}[path] + = congestion$
4: $P_{total}[path] + = 1$
5: end for
6: for each path do
7: $C[path] = C_{total}[path]/P_{total}[path]$
8: end for

The detailed algorithm is listed as Algorithm 1. If the measured RTT is close to $K$, it indicates that the path is slightly congested and thus the voting weight will be small. When the measured RTT grows far larger than $K$, it indicates that the path is congested, and the voting weight should be large.

Algorithm 1. RTT Converted to Congestion Value

<table>
<thead>
<tr>
<th>Input:</th>
<th>RTT value of each arriving packet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>Congestion value</td>
</tr>
</tbody>
</table>

1: if $RTT < K$ then
2: congestion = 0
3: else
4: congestion = $(RTT - K)^3$
5: end if

The philosophy behind this equation is that if the measured RTT is near the threshold $K$, then the path can be considered as non-congested and the calculated congestion value will be very small. When the path encounters congestion, the measured RTT will grow and the congestion value will grow fast correspondingly.

The detailed algorithm is listed as Algorithm 1. If the measured RTT is close to $K$, it indicates that the path is slightly congested and thus the voting weight will be small. When the measured RTT grows far larger than $K$, it indicates that the path is congested, and the voting weight should be large.

3.2 Rack-Level Pooling of Network Visibility

After converting RTTs of incoming data packets into the form of congestion value, the congestion value of each path will be gathered. The accumulated congestion value will be normalized and used as a metric to represent the congestion level of the corresponding path. The philosophy of this accumulative method is that the determination of a path’s congestion is equivalent to a democratic voting, where flows vote with RTTs of data packets. 007 [5] shares a similar but different idea. Its main idea is that failed links are travelled by flows with different paths containing that link. Weight of a flow is evenly distributed to the links of that flow, so that failed links are likely to have higher aggregated weight(votes). 007 allocates weight to each link of a path to identify and locate failed links, while MEET allocate congestion value as weight to packets to rank paths with different congestion level. Packets experiencing longer RTT are given higher weight to vote the path with larger congestion value. More data packets with larger RTTs results in larger cumulative value, indicating a more congested path.

The method of accumulating congestion values requires a sufficient amount of data so that such congestion values are more accurate. It is not enough to only depend on the data volume of one host. MEET requires hosts under a same rack to collaborate with each other in order to achieve more comprehensive data for a better visibility of paths related to hosts from that rack. Specifically, one host is selected as a proxy under each rack, while all the other hosts transfer the accumulated congestion value to that proxy host. In this way, the proxy host under each rack will have the aggregated congestion value of all paths related to the traffic from that rack. Consequently, the determination of the path congestion status will be more accurate with more comprehensive data. In order to reduce the additional bandwidth overhead for transmitting data to the proxy host, MEET let each host accumulate the current congestion value first, and then transmit the cumulative value to the proxy, which will do a global accumulation. In this way, additional bandwidth consumption for data aggregation can be reduced.

Fig. 3 illustrates an example of congestion value aggregation. Host1 and Host2 locate in the same rack and record the congestion value of three paths A, B and C respectively. At this time, the records are separated among different hosts (i.e., Host1 & Host2). In order to make the network more visible, both Host1 and Host2 will send the congestion information to the proxy host. Then the proxy host accumulates the collected congestion values. The proxy host will get the congestion status of all paths through normalizing the accumulated congestion value as in Line 7, Algorithm 2. A path with larger normalized congestion value is with a higher probability of path congestion.
latest network view to other hosts at the interval of $T_{\text{update}}$. We suggest to set $T_{\text{update}}$ to around tens of cross-rack RTT.

It’s worth noting that intra-rack information exchange introduces an additional latency, denoted as $T_{\text{latency}}$. We define the total delay of the calculated network status as $T_{\text{delay}}$. The calculated congestion status can be regarded as a snapshot of the network $T_{\text{delay}}$ ago. Here we have $T_{\text{delay}} = T_{\text{update}} + T_{\text{latency}}$. As $T_{\text{latency}}$ is relatively small compared to $T_{\text{update}}$, its impact on the total delay is insignificant. In addition, the total delay $T_{\text{delay}}$ can be adjusted through changing the value of $T_{\text{update}}$.

### 3.3 Active Congestion Detection

Through accumulated congestion value, the proxy host is able to have more clear sight of all available paths. Nevertheless, it is still possible that the proxy host has biased perception of congestion status of paths or is blind to some network failures. On the one hand, when the load of network is low, the amount of RTT data is small, which will introduce inaccurate congestion calculation. On the other hand, passive congestion awareness cannot handle asymmetry caused by link failures, in which case no data packets pass through the failed path so that the end host has no way to know whether the link has failed. To overcome this problem, MEET adopts an active congestion detection mechanism. Regularly and proactively sending probe packets to all paths can considerably improve the network visibility. However, probing packets to all paths in the network will introduce considerable bandwidth overhead. In order to maximize the detection range at the minimum cost, MEET solves this problem under the guidance of the well-known power-of-two-choices technique [36]. Each host periodically probes the network according to their destination racks. Specifically, each host selects three paths for every destination rack of its current flows to send probe packets: the path with the smallest aggregated congestion value, the best path detected last time, and a randomly selected path. If there are uncovered links, the third path will choose paths with uncovered links with higher priority. The host then selects the path with the best probing result for its flows. In this way, MEET is able to effectively handle asymmetry and gets a better scope of sensing at minimal probing cost.

### 3.4 Routing

MEET adopts flowlet as the smallest granularity for routing. Flowlets [41], [43] are bursts of packets of the same flow that are sufficiently apart in time so that they can be sent on different paths. When the gap between two packets in the flow exceeds threshold, two flowlets will be generated. The gap between data packets reflects the congestion of the network, and allows the flow to be distributed on each path of the network with a reasonable granularity. In addition, flowlet-based rerouting can solve the problem of out-of-order packets at the receiver side.

Ideally, TCP sends packets smoothly and the packets are sent at the same time interval before. However, in real-world implementation, TCP tends to send packets in one or a few clustered bursts. This is because TCP sends packets together in a window unit, and all packets in that window will be sent together when receiving ACK. This will create gaps between bursts and flowlets will be generated. When a new flowlet is generated, MEET selects a new path for that flow based on current perception.

MEET adopts XPath [25] for explicit routing. XPath is readily-deployable at commodity switches and enables edge hosts in MEET to explicitly choose a path between hosts with a path ID [25]. Implementation details of XPath is out of scope for this paper.

### 3.5 Parameter Settings

There are some important parameters in MEET, which play an important role in the system. In this section, we discuss the impacts of these parameters on the routing performance and how we choose the parameter values. The objective is to find a balance between system performance and resource consumption.

First, we consider the parameter $K$ used for converting $\text{RTT}$ to congestion value. The parameter $K$ is used as a threshold to judge whether a path is congested and how congested that path is. If the parameter $K$ is too large, then the algorithm will not be able to distinguish congestion. In the meanwhile, if $K$ is too small, all packets will be regarded as suffered congestion. In MEET, we suggest to set $K$ to 20μs plus base RTT so that lightly loaded paths will be regarded as non-congested ones.

Second, we consider the parameter $T_{\text{update}}$ and $T_{\text{probe}}$. The parameter $T_{\text{update}}$ is the interval that each host sends cumulative congestion values to the proxy host and the interval that the proxy host broadcasts the aggregated path status to each host. The parameter $T_{\text{probe}}$ controls how often the probe module of MEET sends probing packets. It is supposed to be equal to $T_{\text{update}}$ so that the probing results can be synchronized with the aggregated congestion value. The setting of the $T_{\text{update}}$ parameter requires a trade-off between bandwidth consumption and timeliness. If the $T_{\text{update}}$ is small, the path congestion status will be sent to the agent host at a short interval and the local path knowledge of the agent host will be updated in a timely manner, which is conducive to making routing decisions that requires fresh path congestion status. However, frequent update of path congestion status will introduce a lot of bandwidth consumption. We suggest $T_{\text{update}}$ be set to tens of the cross-rack RTT, which brings acceptable freshness and additional in-rack bandwidth overhead. Taking a 2-tier clos-based topology with 8 spine switches and 8 leaf switches as an example. In this topology, each host has congestion value of 64 paths to send to the proxy host. The congestion value of each path is composed with 8 bytes(a float number and an integer). If the host send the congestion value of all 64 paths every 100μs, the additional in-rack bandwidth overhead for that host will be around 40Mbps, which is negligible in that in-rack link bandwidth is usually around tens of Gbps.

Third, the flowlet timeout $T_{\text{flowlet}}$. $T_{\text{flowlet}}$ is an important parameter used as an interval threshold for judging new flowlets between bursts. If this parameter is set very small, a flow will likely to be broken into more small flowlets, and the load balancer will change the path of that flow more frequently, resulting in out of order packets. If it is too large, the load balancer will not be able to capture the interval between bursts and eventually flowlet will be the same as a
flow. In Meet, the parameter $T_{\text{flowlet}}$ is set according to the recommendations in [43].

4 Evaluation

This section evaluates Meet’s performance against other schemes with large-scale ns-3 simulations.

Topology. In the simulation, Meet adopts a 2-tier clos-based topology, which has been widely used in modern datacenter networks. Fig. 4 illustrates a typical network with clos-based topology. The topology we use in the simulation has 8 spine switches connected to 8 leaf switches. Each of the leaf switches is connected to 16 hosts. All hosts and switches are connected with 10Gbps links. Given that, the leaf-level switch has a 2:1 oversubscription and there are eight disjoint paths between each pair of hosts from different racks. For each flow, the traffic starts from the host and arrives at the leaf switch first. Then the leaf switch routes packets of the flow to specific spine switches according to load balancing strategies. Paths from the spine switch to the destination host are deterministic for each flow in this topology.

Parameters. The basic RTT in the experiment is 400us, and we set the parameter $K = 600$us. Considering probing and updating frequency, we decide to update the view of the network around every 10 RTTs. We set $T_{\text{update}} = T_{\text{probe}} = 500$us. The parameter $T_{\text{flowlet}}$ is set to 500us according to the recommendation.

Workloads. The simulation adopts three widely-used realistic workload patterns observed in modern datacenters. The first one, websearch, is captured from production clusters for data mining services [18]. The second one, datamining, comes from a large cluster for data mining services [3]. The third one, enterprise, is from a typical large enterprise datacenter. For the enterprise workload, as 99% of the flows are smaller than 10K bytes, we use 200 bytes flow (<200B) FCT, 800 bytes flow (<800B) FCT, 3200 bytes flow (<32KB) FCT alternatively. The results are calculated by averaging the results of 10 rounds of experiments.

Fig. 5 illustrates the flow size distributions of these workloads. As we can see from the figure, all these three workloads are heavy-tailed. Most of the flows are small while a small fraction of the flows account for most of the traffic. During the simulation, we generate Poisson-distributed flows according to the CDF distribution of each workload. Senders and receivers are randomly selected from different racks to ensure that all traffic passes through the core network.

Transport. DCTCP is used as the default transport layer protocol in the evaluation. We implement DCTCP on top of ns-3’s TCP New Reno, with parameters set as suggested in [3].

Schemes Compared. In the simulation, we compare Meet against five other load balancing schemes: Hermes [45], CLOVE [30], LetFlow [43], DRILL [16], and CONGA [2]. Among these schemes, Hermes and CLOVE are edge-based solutions, while others are deployed on the switch. We use the open-source code from [45] for these load balancers. The parameters of these schemes are set as suggested in corresponding papers.

Metrics. Flow completion time (FCT) is used as the primary performance metric. Specifically, to better access the performance of each solution, we use small flow (<100KB) FCT, large flow (>10MB) FCT, overall average FCT and 99th percentile FCT under different network pressure as indicators to evaluate the performance of Meet. For the enterprise workload, as 99% of the flows are smaller than 10K bytes, we use 200 bytes flow (<200B) FCT, 800 bytes flow (<800B) FCT, 3200 bytes flow (<32KB) FCT alternatively. The results are calculated by averaging the results of 10 rounds of experiments.

Summary of Results. For the websearch and datamining workloads, Meet works well on both symmetric and asymmetric topologies. Specifically, for the symmetric topology, Meet outperforms Hermes in terms of small flow (<100KB), large flow (>10MB) FCT, overall average FCT and tail flow FCT. As an edge-based scheme, Meet has limited visibility to the network and responds to congestion more slowly compared to CONGA, which is a switch-based solution and can monitor the flow in real time and respond quickly. However, it demonstrates a comparable performance as CONGA in symmetric topology. For the asymmetric topology, Meet performs as good as and sometimes even better than Hermes, considering that it requires a single node to collect less information from the network. Meet performs better than CONGA in that Meet can achieve a better view of the network due to its active detection mechanism.

From the aspect of traffic pattern, Meet performs good in both of the representative workloads (websearch and datamining) collected from real-world datacenters. The datamining workload represents the work mode where more short flows exist in the network, while the websearch workload corresponds to the situation where long flows account
for the majority. The results illustrate that MEET can cope with various workload patterns in the network.

In terms of the enterprise workload, where tiny flows dominate the network and bursts are common, the results are different. In this scenario, MEET has similar performance with Hermes. The switch-based solution, CONGA, outperforms all others in both symmetric and asymmetric topologies.

4.1 Symmetric Topology

Websearch Workload. We first compare MEET with other schemes using websearch workload in symmetric topology. Fig. 6 shows the results.

For flows smaller than 100KB, Fig. 6a shows that MEET outperforms Hermes by around 10%. In this experiment, CONGA is about 13% better than MEET.

For flows larger than 10MB, the results in Fig. 6b illustrate that MEET performs as good as CONGA, which requires switch modifications, and outperforms 25% better than Hermes, and achieves 35% ~ 50% better performance than other solutions.

From Fig. 6c we can see that in this experiment setting, the average FCT of MEET is always within 9% of CONGA. MEET outperforms Hermes by up to 23%, and is 25% ~ 50% better than the other solutions.

Fig. 6d shows the results of 99th-percentile FCT. The result demonstrates that MEET reduces the FCT by around 22% compared to Hermes and is slightly better than CONGA by around 1%. Compared against other schemes, MEET achieves a lower FCT by around 23% ~ 49%.

Datamining Workload. Fig. 7 shows the experiment results of datamining workload under symmetric topology.

Fig. 7a illustrates that for small flows in this workload, MEET is only slightly worse than CONGA when the network load is very high (90%). It outperforms CONGA by 1% ~ 8% in other cases and is better than all other solutions. Compared to Hermes, MEET achieves up to 9% smaller FCT.

The results of the large flow, 99th percentile and overall average experiments are similar. For these experiments, Hermes achieves comparable performance as CONGA.

Enterprise Workload. Large amount of very small flows dominates the network in the enterprise workload. Fig. 8 illustrates the experiment results. These figures shows that MEET does not perform well in this scenario, where bursts are common. Both MEET and Hermes perform worse than CONGA by around 6%.

Analysis. The congestion information aggregation mechanism is simpler than the congestion detection in Hermes and enables MEET to have a better visibility into the network. As a result, MEET outperforms Hermes for both workloads in the symmetric topology in the evaluation.

CONGA detects the network status by monitoring packets at the switch in real time, which is a big advantage over MEET. Nevertheless, the performance of MEET is almost the same as CONGA for the websearch workload. On the one hand, the majority of websearch traffic is large flow, which has a long transmission time and leaves enough response
time for the load balancer to take effect and select better paths for the flow. On the other hand, MEEET has a proactive detection module, which actively gathers the path status and learns the path information in advance, rather than waiting for the congestion to occur and passively respond.

For the congestion-agnostic schemes, the FCT is very high. DRILL does not perform well in that it makes routing decisions based on the buffer queue length of the local switch, which only represents the congestion status of current node and cannot reflect the overall congestion in a clos-based topology where flows have to pass through several switches. CLOVE adjusts routing decisions based on ECN feedbacks, which only represents the queuing status of one hop in the path and is not enough to reveal the congestion level of the path. Letflow is not aware of congestion and routes packets over randomly selected switch ports.

However, for the workload where tiny flows dominate the network and bursts are common, MEEET does not perform well. This is because even though MEEET achieves better view of the network through rack-level pooling and active detection, it cannot respond to the very fast burst of tiny flows. From the figure we can see that the average FCT is smaller than 300us, which is even smaller than the probing and updating interval.

### 4.2 Asymmetric Topology

Then we compare MEEET with the other schemes under asymmetric topology. The asymmetric topology is created upon the symmetric topology by reducing the capacity of randomly selected leaf-spine links from 10Gbps to 1Gbps. The randomly selected ‘failure’ links account for 20% of all leaf-spine links. The random capacity reduction simulates the uncertainty of failure in real datacenter network.

**Websearch Workload.** We first compare MEEET with the other schemes with websearch workload. Fig. 9 shows the evaluation results.

Fig. 9a shows that for flows smaller than 100KB, MEEET has very close performance with Hermes. CONGA outperforms MEEET by around 9%.

In terms of flows larger than 10MB, the result tells that MEEET is better than Hermes. When the network load is around 10%, MEEET and Hermes have similar performance and is better than CONGA. As the network load rises, the performance of CONGA gets better. MEEET has very close performance with CONGA when the network load is around 90%. The results of the overall average experiment is similar to results of the large flow experiment.

Fig. 9d shows the result of the 99th-percentile experiment. We can see that MEEET always works better than CONGA at this percentile. In terms of Hermes, MEEET is better than Hermes when network load is above 40%.

**Datamining Workload.** Fig. 10 shows the results of the experiment where we evaluate MEEET with datamining workload under asymmetric topology. In summary, MEEET and Hermes both perform better than all the other solutions in this scenario. Furthermore, MEEET works better than Hermes in all four experiments.

Fig. 10a shows that for flows smaller than 100KB, MEEET outperforms Hermes by up to 28%. MEEET achieves a 50% better performance than CONGA and outperforms other solutions by 50% - 70%.

The other three figures illustrate similar results. MEEET outperforms Hermes by around 20% and is far better than the other solutions.

**Enterprise Workload.** Fig. 11 shows the results of enterprise workload under asymmetric topology. Similar as in the symmetric topology, MEEET does not perform well in this scenario. CONGA performs best in this case, and outperforms MEEET by around 25%.

**Analysis.** From the evaluation results, we can see that for the asymmetric topology, MEEET is better than or at least as good as Hermes, irrespective of workload patterns.

MEEET adopts a simpler but effective approach to proactively monitor the network congestion. The mechanism...
Hermes uses to perceive the network congestion is relatively complicated. It involves ECN, RTT and other transport layer semaphores such as timeout retransmission events to determine congestion and path failures. However, in MEET, only the RTT of data packets is used to perceive the network congestion. The RTTs are conveted to ‘congestion value’ and then aggregated to get a better view of the network. Rerouting decisions are made based on the aggregated congestion value. Although the mechanism in MEET is simple, it provides a good view of the network and enables MEET to perform even slightly better than Hermes in asymmetric topology. The algorithm converting RTT to congestion value considers both link failure and capacity variation. In terms of asymmetry caused by link failure, failed links will be considered as congested as probing packets passing through the failed links will not get any response back. For asymmetry caused by different link capacities, links with smaller capacity are more likely to be the bottlenecks and get congested. Probing or data packets passing through links with small capacity is more likely to suffer congestion and hence result in larger RTTs. Consequently, MEET copes well with asymmetry caused by various link capacity.

However, MEET cannot perform as well as CONGA for the workload in which bursts caused by large amount of concurrent tiny flows are common. As it cannot respond to the very fast bursts in time due to its delayed accumulating, probing and updating at the edge.

5 DISCUSSIONS

Congestion Control. Congestion control and load balancing are fundamentally different. Load balancers aim at reducing the chance of congestion by spreading traffic across paths, while congestion control [3], [14], [15], [21], [42] is to help flows converge to fairness when congestion happens. Load balancers cannot completely eliminating congestion. And when congestion happens, congestion control steps in to alleviate congestion and lead to bandwidth allocation converges to fairness share. The proposed edge-based load balancer is orthogonal with these congestion control protocols and can be combined with them.

Single Point Failure. MEET aggregates congestion value from nodes in a rack to the proxy host to get the congestion awareness. This methodology requires that the links between the proxy host and the leaf switch experience no failure, which is not always the fact. Once the other hosts cannot pass the congestion value to the proxy, MEET loses the capability of congestion aggregation, path detection and rerouting. Consensus protocols like PAXOS [32] can be a possible solution.

In-Rack Overhead. In order to get a global visibility of the available paths, the proxy in MEET aggregates information (congestion value) from other nodes in the same rack, which introduces additional in-rack bandwidth overhead. More frequent aggregation leads to more instantaneous view of the network status thus is able to make rerouting decisions timely. There is a trade-off between bandwidth consumption and network visibility. How to intelligently adjust the aggregation frequency to get better view of the network and consumes less bandwidth in MEET remains as a future work.

Tiny Flow and Bursts. Edge-based deployment is an important trend for complex network functions. MEET is readily-deployable at the edge, and requires no modifications to the switches. This advantage comes at the cost that edge-based load balancing schemes cannot detect the network status in real time and respond to congestion as quickly as in-network techniques.

The evaluation results demonstrate that MEET works better on traffic with large flows as majority. Even though equipped with a proactive detection module, MEET is still limited by the inherent disadvantage of edge-based load balancing schemes that it cannot detect the network status in real time and respond to bursts and congestion timely, which is a must for tiny flows. Fortunately, 20% of the flows in the network accounts for 80% of the network traffic in datacenter, indicating that the majority of datacenter traffic are large flows. We leave the improvement for MEET to cope with tiny flows and bursts as a future work.

6 RELATED WORK

This section briefly describes the related works. Several centralized load balancing solutions [7], [20], [23], [27], [38] have proposed, among which Hedera [1] is a representative. Hedera is a passive solution designed to balance heavy traffic in datacenter network. Large flows are detected and allocated to selected paths in advance. However, it cannot cope with small flows in time and the response is slow. AggreFlow [20] is a centralized flow scheduling scheme designed for power-efficient data center networks with OpenFlow [35] controller. It can dynamically schedule flows to achieve high power efficiency and load balancing with improved QoS. This paper mainly focus on distributed load balancing solutions, which can be categorized as congestion-aware and congestion-agnostic.

Congestion-Aware Distributed Solution. CONGA [2] is a distributed load balancing scheme which works on a 2-layer leaf-spine topology. It splits the flow into flowlets and uses the flowlet as the minimum routing unit. CONGA is...
deployed on switches to obtain global congestion information between leaf switches and requires specific hardware support.

CLOVE [30] is implemented in software switches. It uses standard ECMP and uses flowlets as the routing unit. Traffic engineering mechanism is adopted to explore various paths in the network. In order to reduce the cost of exploring paths, CLOVE only re-explores and updates paths every hundreds of milliseconds. As a result, the response to network conditions in asymmetric topology is slow and FCT of both large flow and small flow is not as good as MEET.

Hermes [45] is an edge-based load balancing scheme with global congestion awareness. It uses ECN and RTT to estimate link congestion and relies on timeout and retransmission to detect switch or link failures. However, as each node in Hermes detects three paths to the destination separately, it has insufficient network visibility.

FlowBender [28] is a distributed load balancing solution. It is deployed at the edge and detects congestion based on the ECN feedbacks of the packets. FlowBender modifies the packet header of a flow so that the flow will be routed to another path by the switch with hash-based routing mechanisms. Although FlowBender can change the path of a flow when congestion occurs, it cannot decide which path the flow will be rerouted to. It’s possible that a flow will be routed to a more congested path by FlowBender.

HULA [31] is a load balancing scheme that uses programmable switches to achieve global congestion awareness. In a large-scale topology, recording path information requires a lot of memory. To reduce memory overhead, HULA only stores the best next hop. Leaf switches send low-cost probes and broadcast congestion information to other switches to achieve global congestion awareness. HULA requires specific hardware support.

*Congestion Agnostic Distributed Solutions.* Presto [22] can be deployed at the edge by modifying the system modules. It relies on the edge to transform flows into a large number of near uniformly sized small flowcells and proactively spreads those flowcells over the network in a balanced fashion. Presto is designed for symmetric topology and performs poorly in an asymmetric topology.

LetFlow [43] is a solution deployed on switches that requires specific hardware support. The size of flowlet in LetFlow is positively correlated to the flow rate. Paths with higher speed will have longer flowlet, which results in smaller probability of path resouting. Eventually, from a probabilistic perspective, more packets will be transmitted through faster paths. LetFlow is a passively scheme and cannot respond to congestion in time.

DRILL [16] is a scheme deployed on the switch, using the buffer queue length of the switch to achieve random routing. DRILL is also inspired by the “power of two choices” paradigm. When a packet arrives at the switch, it randomly selects two ports and compares the queue length of the forwarding port recorded last time, and selects the port with the smallest queue length for forwarding. DRILL only selects routes based on local information.

LocalFlow [40] is a switch-based load balancing scheme which ignores the global network congestion and reroutes packets based on local loads. Based on its observation that large flows in the network cannot effectively use multiple paths, LocalFlow proposes to split the flow on the switch and then forward the subflows to different paths. LocalFlow performs good on a symmetric topology. However, it does not perform well for asymmetric topologies.

### 7 Conclusion and Future Work

In this paper, we propose MEET, a rack-level pooling based load balancing solution deployed at the edge. MEET aggregates congestion knowledge learned by all nodes under the same rack thus to achieve a better visibility of the network with comparatively low cost. MEET also adopts a proactive congestion sensing module to further improve the timeliness of congestion sensing. Experiments demonstrate that MEET handles network congestion and uncertainties well for most popular workloads in both symmetric and asymmetric topology. MEET outperforms Hermes by up to 10% in all the experiments, with relatively simpler mechanism. It achieves comparable performance with CONGA in most of the experiments and even outperforms CONGA for the data-mining workload in both symmetric and asymmetric topology. It’s worth noting that MEET requires no modifications to the switches, while the switch-based CONGA requires switch modifications.

As an edge-based load balancer, MEET can be implemented in smart NIC in the future to further improve the performance and reduce the CPU overhead. Limited by the inherent disadvantage of edge-based load balancing schemes, currently MEET cannot handle bursts caused by large amount of tiny flows well. We leave this as an important future work.
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