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Abstract

PmSVM (Power Mean SVM), a classifier that trains significantly faster than state-of-the-art linear and non-linear SVM solvers in large scale visual classification tasks, is presented. PmSVM also achieves higher accuracies. A scalable learning method for large vision problems, e.g., with millions of examples or dimensions, is a key component in many current vision systems. Recent progresses have enabled linear classifiers to efficiently process such large scale problems. Linear classifiers, however, usually have inferior accuracies in vision tasks. Non-linear classifiers, on the other hand, may take weeks or even years to train. We propose a power mean kernel and present an efficient learning algorithm through gradient approximation. The power mean kernel family include as special cases many popular additive kernels. Empirically, PmSVM is up to 5 times faster than LIBLINEAR, and two times faster than state-of-the-art additive kernel classifiers. In terms of accuracy, it outperforms state-of-the-art additive kernel implementations, and has major advantages over linear SVM.

1. Introduction

Classifiers trained with a large set of training examples have played a key role in recent computer vision research. An accurate classifier has been the determining component in object detection [25, 8], object and scene recognition [11, 26], and tracking [3]. It is also important in other vision tasks such as segmentation [20] and retrieval [4].

The availability of ample images and videos, however, poses new challenges for classifier training. With millions of images, training an accurate classifier can take weeks or even years [5, 13]. Recent advances in learning scalable linear classifiers have enabled us to train linear SVM in the order of seconds, even with millions of training examples or millions of feature dimensions, e.g., LIBLINEAR [10] and Pegasos [22].

Unfortunately, in the context of SVM classifiers for computer vision tasks, linear SVM is inferior in terms of accuracy, compared to the kernel versions of SVM. Additive kernels have significantly higher accuracy rates than the dot-product kernel in most vision problems [15, 26, 24, 28].

A kernel is additive if it can be written as the sum of a scalar kernel function for each feature dimension, i.e.,

\[ \kappa(x, y) = \sum_{i=1}^{d} \kappa(x_i, y_i). \]

Commonly used additive kernels are the histogram intersection kernel \( \kappa_{HI}(x, y) = \min(x, y) \) and the \( \chi^2 \) kernel \( \kappa_{\chi^2}(x, y) = \frac{2xy}{x+y} \). When learning an additive kernel SVM, general purpose SVM solvers may be thousands of times slower than the fast linear solvers. Recent novel algorithms in [15, 26, 24, 18] have bridged the gap. Additive kernel SVM now uses roughly only a few times more training time, compared to the state-of-the-art linear SVM solvers; or even faster than linear SVM in some large vision problems.

However, even these fast solvers may be too slow for modern datasets. LIBLINEAR requires 34 hours to train the 1000 classifiers on the ILSVRC 1000 dataset [1], and existing additive kernel solvers take more than 12 hours to finish (cf. Sec. 5.2.) As we are utilizing more and more images or videos in vision research in order to achieve higher detection / recognition accuracy, it is compulsory to design more efficient solvers for additive kernels.

We propose the Power Mean SVM (PmSVM) algorithm, which consists of the following contributions:

- A novel Power Mean Kernel (Sec. 3.) The power mean kernel is a family of kernels indexed by a parameter \( p \). We show that the popular histogram intersection and \( \chi^2 \) kernels are both special cases in this family.
- PmSVM, an unified and efficient solver (Sec. 4 and 5.) PmSVM solves the dual SVM formulation using a coordinate descent approach. Existing methods approximate the kernel function and feature mapping. In PmSVM, we approximate the gradient using polynomial regression instead. This novel strategy enables PmSVM to be
up to 5 times faster than fast linear SVM solvers and two times faster than state-of-the-art additive kernel SVM training methods. The same algorithm is used for all members in the kernel family, which can also be generalized to other additive kernels.

- Accurate classification results (Sec. 5.) The PmSVM algorithm achieves higher classification accuracy rates on large scale benchmark datasets in computer vision. It always outperforms the linear SVM by a large margin, and the accuracy is also slightly but consistently higher than recently proposed additive kernel classifiers.

## 2. Related Work

Before presenting PmSVM, we briefly review related work in large scale visual classification. We restrict our attention to linear and additive kernel SVM classifiers, as they are the most commonly used in the literature.

Since general purpose kernel SVM solvers (e.g., the SMO algorithm) may take years to complete in large scale datasets, special structures in the linear (dot-product) kernel are exploited to achieve speedup at even a few orders of magnitudes. Two typical examples are the coordinate descent algorithm [10] in LIBLINEAR, and the Pegasos algorithm [22] that performs stochastic gradient descent. In a linear SVM, the gradient (in dual problem) can be computed using only one dot-product evaluation (cf. Algorithm 1), which makes coordinate descent very efficient. Similarly, the optimal boundary has the same number of dimensions as the input, which facilitates stochastic gradient descent.

Linear classifiers have high accuracy rates on very high-dimensional inputs, such as text processing tasks (usually with millions of dimensions). Vision problems, however, mostly have moderate (e.g., a few thousands) feature dimensions. Recently, additive kernels have become popular choices in computer vision because they achieve a tradeoff between high accuracy, moderate training speed, and high testing speed.

An additive kernel has the form \( \kappa(x, y) = \sum_i \kappa(x_i, y_i) \). The dot-product kernel is in fact an additive kernel, and additive kernel SVM solvers draw upon the efficient linear solvers, which are enabled by explicit or implicit feature mappings. The explicit feature mapping approach in [24] finds an approximate mapping function \( \phi(\cdot) \) such that \( \kappa(x_i, y_i) \approx \phi(x_i)^T \phi(y_i) \). It is shown that \( \phi : \mathbb{R} \mapsto \mathbb{R}^d \) can accurately approximate the kernel function \( \kappa \). Thus, a \( d \)-dimensional non-linear problem becomes a \( 3d \)-dimensional linear one, and fast linear solvers can be directly applied. This approach is applicable to many additive kernels.

If we restrain the values \( x_i \) to be integers \( \leq \bar{v} \), an obvious mapping for the HIK is \( \mathbb{N} \mapsto \mathbb{R}^d \) where the first \( x_i \) mapped values are 1 and the rest being 0. The coordinate descent algorithm is revised in [26] to efficiently handle this mapping indirectly, by using a pre-computation strategy. The approximation in [26] is that the decimal fractions in values \( x_i \) are ignored. The mapping in [15] revolves the fractions as an additional dimension in the mapping, and leads to a quadratic optimization problem similar to that in normal SVM. The Pegasos algorithm is utilized in [15] to solve it. Both methods are limited to the histogram intersection kernel.

Another approach [18] directly maps the entire vector \( x \in \mathbb{R}^d \) to \( \hat{x} = \phi(x) \in \mathbb{R}^E \) using kernel PCA, such that \( \kappa(x, y) \approx \hat{x}^T \hat{y} \) and \( E \ll d \). The problem then reduces to a linear classification one. The kernel PCA step depends on the training set, and is applicable to many additive kernels.

The aforementioned methods are empirically compared in [24] and [26]. They have similar accuracy rates but the methods in [24, 26] are faster than other ones. In this paper, instead of approximating the feature mapping, we show that we can instead approximate the gradient calculation in the coordinate descent approach. We will present the proposed method in the following section, and will empirically compare it with the linear classifier in LIBLINEAR and the additive kernel SVM in [24, 26].

## 3. The Power Mean Kernel

### 3.1. The Power Mean Function and Kernel

In mathematics, a power mean function \( M_p \) can be defined for any real number \( p \in \mathbb{R} \) and a set of positive numbers \( x_1, \ldots, x_n \in \mathbb{R}_+ \), as

\[
M_p(x_1, \ldots, x_n) = \left( \frac{\sum_{i=1}^n x_i^p}{n} \right)^{1/p}.
\]  

(1)

This function is also well-defined for three special cases: \( p = -\infty, 0, \) and \( \infty \). Their values are \( \min(x_1, \ldots, x_n) \), \( \sqrt[n]{\prod_{i=1}^n x_i} \), and \( \max(x_1, \ldots, x_n) \), respectively.

One important property of the power mean function is that many additive kernels are special cases of it, including:

- The \( \chi^2 \) kernel, since \( M_{-1}(x, y) = \kappa_{\chi^2}(x, y) = \frac{2xy}{x+y} \);
- Histogram Intersection Kernel (abbreviated as HIK), since \( M_{-\infty}(x, y) = \kappa_{HI}(x, y) = \min(x, y) \);
- Hellinger’s kernel, since \( M_0(x, y) = \sqrt{xy} \).

Thus, we propose a power mean kernel for two vectors \( x, y \in \mathbb{R}_+^d \) based on the power mean function, which generalizes the three aforementioned additive kernels:

\[
M_p(x, y) = \sum_{i=1}^d M_p(x_i, y_i).
\]  

(2)

The power mean kernel is indeed a positive definite kernel when \( -\infty \leq p \leq 0 \). The special case \( p = -\infty \) has already been proved in [26], for the histogram intersection
kernel on \( \mathbb{R}_+ \). Another special case \( p = 0 \) is trivial, since \( M_p(x, y) = \sqrt{x^T \varphi(x) y} \), where \( \sqrt{x} = (\sqrt{x_1}, \ldots, \sqrt{x_d}) \).

Note that the power mean kernel is covered by a broader family of positive definite metric kernels [9]. For the sake of completeness, we still outline a proof here, using the following proposition:

(Proposition 2, [2]) If a kernel \( \kappa \) is conditionally positive definite and negative valued, then \( \frac{1}{(-\kappa)^{\delta}} \) is positive definite for all \( \delta \geq 0 \).

A function \( \kappa \) is called a conditionally positive definite (cpd) kernel if for all \( c_1, \ldots, c_n \in \mathbb{R} \) satisfying \( \sum_{i=1}^{n} c_i = 0 \), \( \sum_{i,j=1}^{n} c_i c_j \kappa(x_i, x_j) \geq 0 \) holds for arbitrary \( x_1, \ldots, x_n \).

**Theorem 1.** \( M_p(x, y) : \mathbb{R}_+^d \times \mathbb{R}_+^d \mapsto \mathbb{R} \) is a positive definite kernel when \( -\infty \leq p \leq 0 \).

**Proof.** We start the proof from the scalar version \( M_p(x, y) \) (or, \( d = 1 \)).

It is obvious that \( \kappa_1(x, y) = x + y \) is a cpd kernel. We can easily verify that \( \sum_{i=1}^{n} c_i c_j \kappa_1(x_i, x_j) = 0 \), since \( \sum_{i,j=1}^{n} c_i c_j = \sum_{i=1}^{n} c_i \left( \sum_{j=1}^{n} c_j \right) = 0 \) and similarly \( \sum_{i,j=1}^{n} c_i c_j = 0 \) when \( \sum_{i=1}^{n} c_i = 0 \).

When we restrict the domain for all variables to positive real numbers, the function \( \kappa_2(x, y) = \frac{x^p + y^p}{2} \) is well-defined and also trivially cpd for any \( -\infty < p < 0 \).

\( \kappa_2 \) is negative valued, thus the conditions of the proposition are satisfied. Applying the proposition with \( \delta = -\frac{1}{p} > 0 \), we conclude that

\[
M_p(x, y) = \left( \frac{x^p + y^p}{2} \right)^{1/p} = 1 / (\kappa_2(x, y))^\delta
\]

is positive definite. Together with the already proven special cases \( p = -\infty \) and \( p = 0 \), \( M_p(x, y) \) is positive definite when \( -\infty \leq p \leq 0 \).

The final step is to generalize from the scalar version \( M_p(x, y) \) to the vector version \( M_p(x, y) \). Since \( M_p(x, y) = \sum_{i=1}^{d} M_p(x_i, y_i) \), this step is trivial. \( \square \)

In practice, \( x^p \) may not be defined if \( x = 0 \) and \( p < 0 \), we will replace all \( 0^p \) with \( \epsilon^p \) where \( \epsilon \) is a small positive number (e.g., we use \( \epsilon = 0.001 \) in our implementation).

### 4. Efficient PmSVM Learning

Since the power mean kernel generalizes many kernels in the additive kernel family, an efficient algorithm for solving power mean kernel SVM also leads to efficient HIK or \( \chi^2 \) SVM solvers. In this section, we propose PmSVM, an efficient SVM solver for all \( p \) values.

Given a power mean kernel \( M_p \), its associated feature mapping \( \phi \), and a set of training examples \( \{(x_i, y_i)\}_{i=1}^{n} \), we fix our attention to classifiers of the form \( \text{sgn}(w^T \phi(x)) \), i.e., a linear classifier in the feature space without a bias term. We solve the following dual SVM problem (where \( \alpha = (\alpha_1, \ldots, \alpha_n) \) are the Lagrange multipliers) [10]:

\[
\min_{\alpha} f(\alpha) = \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j M_p(x_i, x_j) - \sum_i \alpha_i \quad \text{s.t.} \quad 0 \leq \alpha_i \leq C \quad (i = 1, \ldots, n) .
\]

The classifier boundary is then \( w = \sum_{i=1}^{n} \alpha_i y_i \phi(x_i) \).

#### 4.1. The Coordinate Descent Method

As suggested in [30], Eq. 3 can be efficiently solved by the coordinate descent method in Algorithm 1, by modifying the Algorithm 3 of [30] into a kernel version (and, plus other necessary notation changes).

The key of Algorithm 1 is the ability to efficiently compute the gradient (line 5) and to update the classifier \( w \) (line 8). For non-linear kernels, both tasks are generally very time-consuming.

The gradient \( G \) measures the changes in \( f(\alpha) \) with respect to \( \alpha_i \) (in which \( i \) is fixed), which equals

\[
G = y_i w^T \phi(x_i) - 1 = y_i \sum_{j=1}^{n} \alpha_j y_j M_p(x_i, x_j) - 1 ,
\]

and requires \( O(nd) \) steps to compute. And, when the mapping \( \phi \) is not explicit, the update step is not even feasible.

In this paper, we show that the gradient can be approximated with only a small cost that is linear in \( d \), i.e., within \( O(d) \) steps. Our approximation strategy also leads to a sufficient statistic for \( w \), and finally contributes to a very efficient power mean kernel SVM solver.

#### 4.2. Gradient Approximation

The main component in line 5 of Algorithm 1 is the term

\[
g(x_i) = \sum_{j=1}^{n} \alpha_j y_j M_p(x_i, x_j) .
\]

If we denote the \( j \)-th dimension of \( x_i \) as \( x_{i,j} \), and denote the summation for the \( j \)-th dimension as a function \( g_j \) with
a single scalar input

\[ g_j(x) = \sum_{t=1}^{n} \alpha_t y_t M_p(x, x_{t,j}) , \]  

(5)

then obviously \( g(x) = \sum_{j=1}^{d} g_j(x_j) \) for any \( x \in \mathbb{R}^d_+ \). Thus, we only need to efficiently calculate (or approximate) such scalar functions \( g_j(x) \) for all \( j \).

In fact, for all \( j \), \( g_j(x) \) can be accurately approximated in \( O(1) \) steps. The green solid curve in Fig. 1 shows an example of \( g_j \) in the 15 class scene recognition dataset [11], with a random \( j \), random \( \alpha \) (uniform in \([0,1]\)), and \( p = -1 \). The examples are generated using the bag-of-visual-words implementation in libHIK [26], and then normalized to the range \([0,1]\). We set the label \( y = +1 \) for bedroom images and \( y = -1 \) for all other images. There are far more negative examples than positive ones, so \( g_j(x) \) values are negative in this example.

This curve illustrates a nice property of \( g_j(x) \): for all \( j \), it is a smooth and monotone function. It also has a limited range \([-1,1]\) when the input \( x \) is normalized. Empirical results on other datasets, \( \alpha \) values, \( p \) values, and different choices of \( j \) also exhibit similar curves and properties.

Consequently, we can use polynomial regression with very low degree of freedom to accurately approximate this curve. A degree \( m \) polynomial regression model for \( g_j(x) \) has parameters \( a_j = (a_{j,0}, \ldots, a_{j,m}) \), and it estimates \( g_j(x) \) as

\[ g_j(x) \approx \sum_{k=0}^{m} a_{j,k} x^k . \]  

(6)

At least \( m+1 \) distinct points are required to learn the parameters \( a_j \). Here we use exactly \( m+1 \) points. A vector \( c \) with \( m+1 \) values \( c_0, \ldots, c_m \) within the range \([0,1]\) are sampled and their corresponding \( g_j(c_i) \) are also calculated to form a vector \( g_j(c) \). It is well known that the optimal parameters (in the least square sense) are

\[ a_j = X^{-1} g_j(c) , \]  

(7)

in which \( X \) is a Vandermonde matrix with \( X_{kt} = (c_k)^t \), \( 0 \leq k \leq m \), \( 0 \leq t \leq m \). \( X \) is invertible when \( c \) contains distinct values.

As shown in Fig. 1, the shape of \( g_j(x) \) resembles a quadratic function. Indeed, a quadratic function (degree two polynomial) can approximate \( g_j(x) \) very accurately. Empirically, we use three points \( c = [0.01, 0.06, 0.75] \) in our approximation, which gives satisfactory approximation performance in experiments. Another observation from our experiments is that we should use \( \ln(c+0.05) \) instead of \( c \) as the input to get better approximation. In summary, the polynomial regression model is learned using Algorithm 2. Note that the matrix \( X \) is now defined by \( X_{kt} = (\ln(c_k+0.05))^t \), and this matrix is still invertible.

The black dashed curve in Fig. 1 shows the approximation result of Algorithm 2. It is almost indistinguishable to the green ground-truth curve. In the entire \([0,1]\) range, the maximum relative difference between the two curves is less than 2\%. In other words, Algorithm 2 accurately approximates \( g_j(x) \) using only three parameters.

4.3. The PmSVM Algorithm

Suppose the \( j \)-th dimension is approximated with parameters \( a_j = [a_{j,0}, a_{j,1}, a_{j,2}] \), the set of values \( \{a_j\}_{j=1}^d \) is a sufficient statistic for the \( w \) in Algorithm 1. It captures the important information of \( w \), and thus, can replace it.

We can calculate the gradient \( G \) as follows,

\[ G = y_i g(x_i) - 1 , \]  

(8)

in which

\[ g(x_i) = \sum_{j=1}^{d} g_j(x_{i,j}) = \sum_{j=1}^{d} \sum_{k=0}^{2} a_{j,k} (\ln(x_{i,j} + 0.05))^k . \]  

(9)

For a new example \( q \), we can classify it according to

\[ w^T \phi(q) = \sum_{j=1}^{n} \alpha_j y_j M_p(q, x_j) = g(q) , \]  

(10)

which can utilize Eq. 9 again.

Eq. 9 is \( O(d) \), which means that both testing and gradient computing are very efficient. In order to design an extremely efficient training algorithm, the only missing component is a way to update the set of values \( \{a_j\} \) after updating \( \alpha_i \) (i.e., to replace line 8).

**Algorithm 2 Fitting Polynomial Regression Parameters**

1: \( c \leftarrow [0.01, 0.06, 0.75] \).
2: Compute \( g_j(c) \) using a dataset and a specific \( j \) value.
3: \( X_{kt} = (\ln(c_k + 0.05))^t \), \( 0 \leq k \leq m = 2 \).
4: \( a_j = X^{-1} g_j(c) \).
Algorithm 3 PmSVM: The Power Mean SVM

1: $\alpha_i \leftarrow 0$, $1 \leq i \leq n$.
2: $a_{j,k} \leftarrow 0$, $1 \leq j \leq d$, $0 \leq k \leq 2$.
3: while $\alpha$ is not optimal do
4:   for $i = 1, \ldots, n$ do
5:     Compute $G = g(x_i)$ using Eq. 9.
6:     $\bar{\alpha}_i \leftarrow \alpha_i$.
7:     $\alpha_i \leftarrow \min(\max(\alpha_i - G/Q_{ii}, 0), C)$.
8:   end for
9: end while
10: Output. The set of values $\{a_j\}$.
11: Classification. For a test example $q \in \mathbb{R}^d$, the classification result is:
12: $\text{sgn}(g(q)) = \text{sgn} \left( \sum_{j=1}^{d} \sum_{k=0}^{2} a_{j,k} \ln(q_j + 0.05)^k \right).

Let the changes in $\alpha_i$ be denoted as $\Delta \alpha_i = \alpha_i - \bar{\alpha}_i$. For all $1 \leq j \leq d$, we have

$$\Delta a_j = X^{-1} \Delta g_j(c) = \Delta \alpha_i y_i X^{-1} M_p(c, x_{i,j}), \quad (11)$$

in which $M_p(c, x_{i,j})$ is a vector with 3 numbers, formed by concatenating $M_p(c_k, x_{i,j}), k = 0, 1, 2$. The two equalities follow from Eq. 7 and 5, respectively. Note that the matrix $X^{-1}$ and the quantity $M_p(c_k, x_{i,j})$ can both be pre-computed and stored, since they only involve either constant values or the training examples. With pre-computed values, Eq. 11 only requires 18 multiplications or summations (since the same $\Delta \alpha_i y_i$ is shared for all $j$ and $k$, and in our algorithm $m = 2$). As a summary, we propose the PmSVM (Power Mean SVM) method in Algorithm 3.

4.4. Practical Considerations

Both training and testing are very efficient in PmSVM. Although Eq. 11 is a few times more expensive than its counterpart in a linear SVM, we will show by experiments that PmSVM converges using only a tiny fraction of iterations of that of LIBLINEAR. Thus PmSVM are usually much faster than LIBLINEAR in large vision problems (and also other additive kernel SVM solvers). The non-linear additive power mean kernel also leads to significantly higher accuracies than linear SVM in practice.

In PmSVM, $p = -1$ is exactly equivalent to the $\chi^2$ kernel. However, we do not need to use $p = -\infty$ for HIK. In practice, $p = -8$ is accurate enough to simulate the histogram intersection kernel.

It is also important to note that Algorithm 3 is not restricted to be used together with the power mean kernel. In fact, it can be used with any additive kernel so long as the function $g_j(x)$ is smooth and finite. One example beyond the power mean kernel is the Jensen-Shannon’s kernel $\kappa_{JS}(x, y) = \frac{1}{2} \log_2 \frac{x+y}{x+y} + \frac{1}{2} \log_2 \frac{x+y}{y}$ [9, 24].

Before presenting experimental results, we conclude this section by considering a few practical issues for implementing PmSVM. Besides $x_{i,j}$, we pre-compute $\ln(x_{i,j} + 0.05)$ and $M_p(c_k, x_{i,j})$ for $k = 1, 2$. We assume $M_p(c_0, x_{i,j}) \approx c_0$ for all $i$ and $j$ to reduce the storage footprint. We use the float type (4 bytes) to store a real number. In a sparse format, storing one feature value, its feature index, and pre-computed values requires 20 bytes in total. In contrast, LIBLINEAR uses 16 bytes to store a feature value and feature index pair in a 64 bit computer. So PmSVM uses about 25% more memory than LIBLINEAR. The storage required for $a_j$ is $3d$ in total, which is negligible.

When the pre-computed values cannot be fit into the memory for huge datasets, we can compute $\ln(x_{i,j} + 0.05)$ and $M_p(c_k, x_{i,j})$ during each iteration (with longer training time though.)

5. Experimental Results

5.1. Datasets, Baselines, and Setups

PmSVM is compared with state-of-the-art methods on large scale vision problems, by measuring their training speed and accuracy. We do not present testing time in this paper, since per example testing time (excluding I/O time) is less than 50 milliseconds for all compared methods.

The following methods are compared on a computer with Intel Xeon 5670 CPU (only using one core) and 24G main memory:

PmSVM-\(\chi^2\). This is PmSVM with $p = -1$, equivalent to a $\chi^2$ kernel SVM. We set $C = 0.01$.

PmSVM-HI. This is PmSVM with $p = -8$, to simulate an HIK SVM. We set $C = 0.01$. Feature values are normalized to the range $[0, 1]$ for both PmSVM setups.

LIBLINEAR. This is the linear SVM solver from [10], with default parameter value $C = 1$.

libHIK. This package provides an efficient HIK SVM solver for quantized histogram [26]. Following [26], we set $C = 0.01$ and set the quantization parameter $\bar{v} = 3$.

Feature mapping. We use the feature mapping approach [24] for both $\chi^2$ (fm-\(\chi^2\)) and HIK (fm-HI). Following [24], every $x_{i,j}$ is mapped to 3 dimensions during the training process, so the comparison to libHIK is fair. LIBLINEAR is used to classify mapped feature, with $C = 0.01$. We use the C source code from VLFeat for the mappings.

\footnote{This function does not necessarily need to be monotonic. In a non-monotone case, a larger $m$ value may be needed.}

\footnote{Note that it is not feasible to use cross-validation to choose an optimal $C$ value for the large scale datasets in our experiments. Thus, we use a default $C$ value recommended by respective methods. The source code of PmSVM will be published in our homepage.
We use 1000 bins to pre-compute a lookup table for feature mapping in the range \([0, 1]\), so that they do not need to be computed for every feature value during the runtime.

PmSVM aims at solving large scale visual classification problems, for which we choose the following three datasets:

**ILSVRC 1000.** This dataset has 1000 categories, and every image is encoded as a 21000 dimensional vector. We use the BOW feature set provided by [1], and restrict the training set to have \(\leq 900\) examples per category, in order to fit the training set into our 24G memory. The total number of training images is 887816. All test examples are used.

**Indoor 67.** This dataset contains 67 categories of indoor images [19]. We generated a bag-of-visual-words feature set from it using libHIK [26] with the CENTRIST descriptor, 2000 codewords, and parameters “use both, use one-class SVM, and grid step size 4” (62000 dimensional). We follow the train / test split of [19], thus 5360 training examples and 1340 test examples are used.

**Caltech 101.** This dataset contains 101 categories of object images [7]. We generated a feature set for it using libHIK with the SIFT descriptor, 2000 codewords, and parameters “use both, use one-class SVM, and grid step size 2” (62000 dimensional in total). We used 15 training examples and 20 test examples for every category.

The one-vs.-all strategy is used for all classifiers and we also compare our results with other published accuracy numbers on these datasets. Experimental results on the three datasets are presented in Sec. 5.2, 5.3, and 5.4, respectively. Finally, we show the advantages of different \(p\) values in Sec. 5.5.

### 5.2. ILSVRC 1000

Table 1 shows the results on the ILSVRC 1000 dataset, including training time in seconds, classification accuracy, and the minimum and maximum number of iterations before convergence for all the 1000 binary classifiers.

PmSVM is the fastest solver in Table 1. It only takes about 19% of the training time of LIBLINEAR, although PmSVM solves a non-linear SVM. As analyzed in Sec. 4.4, a single iteration of PmSVM is a little more expensive than LIBLINEAR. However, it uses either 6 or 7 iterations in all 1000 binary classifiers, while most LIBLINEAR classifiers converge in 80 to 400 iterations. PmSVM uses only less than half of the training time of feature mapping approaches. Between these two methods, the differences are caused by the complexity within every iteration.

PmSVM also has the highest accuracy. The relative improvement compared to linear SVM is more than 20%. It has similar but slightly higher accuracies than feature mapping ones. libHIK, although being the second fastest, has the lowest accuracy in this dataset.

We used the feature set provided by the ILSVRC 2010 competition. The same feature set achieved an accuracy of approximately 19% in [5], which is far below the accuracies of PmSVM. Efforts have been made in extracting higher dimensional features (e.g., in [13, 21]), and we expect PmSVM to achieve higher accuracies using such more complex feature sets.

### 5.3. Indoor 67

Table 2 shows the results for the indoor 67 dataset. The accuracy is the mean value of accuracies in the 67 categories (i.e., average of the diagonal of the confusion matrix).

Similar to results in Table 1, PmSVM-\(\chi^2\) is again the fastest SVM solver. It uses about 26% of the training time of LIBLINEAR, and about 60% of that of feature mapping.

PmSVM-HI is again the winner in terms of accuracy. All additive kernel classifiers (PmSVM, libHIK, and feature mapping) improves over linear SVM by a large margin. Comparing within the same kernel group, PmSVM-HI is the most accurate among all classifiers that use the HI kernel, and PmSVM-\(\chi^2\) has a very small advantage in \(\chi^2\) based classifiers.

In the final part of Table 2, we listed accuracy numbers from three recent researches. Our feature set for this dataset is bag-of-visual-words based. It is generated by the libHIK package, using techniques including the spatial pyramid matching, the codebook generated by histogram intersection kernel clustering, and the CENTRIST visual descriptor [27]. This feature set leads to the high classification accuracy: all additive kernel classifiers (PmSVM, libHIK, etc.).

---

4 PmSVM-HI accuracy is 25.69%. This is a difficult dataset, and random guess accuracy is only 0.1%.

5 There are 12 training and 6 testing images whose name ending with "_gif.jpg" that are not readable by OpenCV. We ignore such files.
and feature mapping) applied to this feature set have 5% to 10% relative improvements compared to previous results.

5.4. Caltech 101

Table 3 shows results for the Caltech 101 dataset. LIBLINEAR has the shortest training time in Table 3. While PmSVM uses 30% to 50% more time than the linear SVM, its training time is less than 50% of that for feature mapping. libHIK is slower than PmSVM, but faster than feature mapping. On this dataset, LIBLINEAR is efficient because it does not use more iterations than other methods. Our conjecture is that Caltech 101 is an “easier to separate” dataset than the other two.

All non-linear classifiers have almost the same accuracy rates. libHIK, although faster than feature mapping and was highly accurate in [26], seems to be constrained by its quantization parameter \( \tilde{v} \). In some problems, a small \( \tilde{v} \) (e.g., \( \tilde{v} = 3 \)) is enough and libHIK has high accuracy rates (e.g., Caltech 101). In some other problems (e.g., ILSVRC 1000), a small \( \tilde{v} \) leads to lower accuracies.

Comparing with results using other feature sets at the bottom of Table 3, PmSVM accuracies are lower. The PmSVM classifier, however, may still achieve high accuracy if applied to these feature sets.

In summary, in three benchmark datasets, PmSVM-\( \chi^2 \) consistently has the shortest training time among non-linear classifiers (and the fastest of all in two datasets). And, PmSVM-HI consistently has the highest accuracy rates among all classifiers. These observations not only verify the effectiveness of PmSVM, but also suggest the effect of \( p \) in PmSVM, for which we further study in Sec. 5.5.

5.5. Effect of \( p \)

PmSVM has shown consistent patterns in Sec. 5.2 to 5.4: \( \chi^2 (p = -1) \) is the fastest and HIK (\( p = -8 \)) is the most accurate. Using the indoor 67 dataset, Fig. 2 shows the effect of different \( p \) values in a larger range: \( p = -2^{[-4, 4]} \) (i.e., \( \log_2 (p) \) gradually changes from \(-4 \) to 4 with step size 1.)

Training time trend. The training time curve (dotted green) has an obvious pattern if we ignore the point \( p = -1 \) (i.e., \( \log_2 (-p) = 0 \)): it is monotonically decreasing.

PmSVM with \( p = -1 \), in fact, is faster than \( p > -1 \) for a special reason. As discussed in Sec. 4.4, we pre-compute \( M_p(c_k, x_{i,j}) \) in PmSVM. Since \( M_{-1} \) involves computing \( x^{-1} \), \( M_{-1} \) is much faster to compute than other \( M_p \) values (which requires computing \( x^p \) and \( x^{1/p}, \ p \neq \pm 1 \)). If we exclude the pre-computation time, the training time of PmSVM is indeed a monotone function of \( p \).

Classification accuracy trend. The general trend is that accuracy drops while \( p \) increases (or equivalently, \( \log_2 (-p) \) decreases in the \( x \)-axis of Fig. 2.) This trend also coincides with results in Tables 1, 2 and 3.

From these limited amount of observations, we are able to recommend a rule of thumb for using PmSVM: choose \( p = -1 \) for faster speed, and \( p = -8 \) (or even smaller values) for higher accuracy rates.

6. Conclusions, Limitations and Future Work

In this paper, we propose the power mean kernel and the power mean SVM solver. The power mean kernel family include many popular additive kernels as special cases in this family. We also propose PmSVM, an efficient training method for power mean kernel SVM. PmSVM is not restricted to power mean kernels, but also other additive kernels. PmSVM combines the virtues of linear SVM and non-linear additive kernel SVM: its training time is up to 5 times faster than linear SVM in large vision problems, and it is more accurate than existing additive kernel SVM solvers. It achieves this performance by approximating the gradient computation efficiently through degree 2 polynomial regression, in the coordinate descent framework.

Experiments on PmSVM and other methods are tested on three benchmark problems. The largest one, ILSVRC 1000, has around 1 million examples and 21000 feature dimensions. PmSVM uses only 23 seconds to train a binary classifier on this dataset. However, when the dataset is even bigger and cannot be stored in the main memory, PmSVM will encounter a problem. In the future, we may explore an approach as that in [21]: compress the dataset and handle the compressed data on the fly. An alternative improving

Table 3. Results on Caltech 101 with 15 training images per class.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time (s)</th>
<th>Accuracy</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>PmSVM-( \chi^2 )</td>
<td>100</td>
<td>72.08%</td>
<td>6 - 9</td>
</tr>
<tr>
<td>PmSVM-HI</td>
<td>115</td>
<td>72.18%</td>
<td>6 - 10</td>
</tr>
<tr>
<td>LIBLINEAR</td>
<td>77</td>
<td>68.41%</td>
<td>6 - 11</td>
</tr>
<tr>
<td>libHIK</td>
<td>167</td>
<td>71.63%</td>
<td>6 - 9</td>
</tr>
<tr>
<td>fm-( \chi^2 )</td>
<td>224</td>
<td>72.03%</td>
<td>6 - 12</td>
</tr>
<tr>
<td>fm-HI</td>
<td>221</td>
<td>71.94%</td>
<td>6 - 10</td>
</tr>
<tr>
<td>Graph-matching kernel [6]</td>
<td>75.3</td>
<td>%</td>
<td></td>
</tr>
<tr>
<td>Localized soft-assignment [14]</td>
<td>74.21%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NBNN+phow kernels [23]</td>
<td>69.2</td>
<td>%</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Training time and accuracy with different \( p \) values.

- \( \chi^2 \) (\( p = -1 \)) is the fastest and HIK (\( p = -8 \)) is the most accurate.
- Using the indoor 67 dataset, Fig. 2 shows the effect of different \( p \) values in a larger range: \( p = -2^{[-4, 4]} \) (i.e., \( \log_2 (-p) \) gradually changes from \(-4 \) to 4 with step size 1.)
direction is to utilize storage from the hard drive, as in [29].

PmSVM has shown excellent convergence speed in practice. However, we have not theoretically analyzed the effect of gradient approximation to its convergence. We will analyze its asymptotic convergence rate. One more interesting future research is the comparison of various additive kernels. In Sec. 5.5, we observe that HIK consistently outperforms χ² in terms of accuracy, on a limited set of benchmarks. It is of practical interest to compare various additive kernels using an extensive benchmark datasets.
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