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Abstract—One pass learning updates a model with only a single scan of the dataset, without storing historical data. Previous studies focus on classification tasks with a fixed class set, and will perform poorly in an open dynamic environment when new classes emerge in a data stream. The performance degrades because the classifier needs to receive a sufficient number of instances from new classes to establish a good model. This can take a long period of time. In order to reduce this period to deal with any-time prediction task, we introduce a framework to handle emerging new classes called One-Pass Class Incremental Learning (OPCIL). The central issue in OPCIL is: how to effectively adapt a classifier of existing classes to incorporate emerging new classes. We call it the new class adaptation issue, and propose a new approach to address it, which requires only one new class instance. The key is to generate pseudo instances which are optimized to satisfy properties that produce a good discriminative classifier. We provide the necessary properties and optimization procedures required to address this issue. Experiments validate the effectiveness of this approach.

I. INTRODUCTION

In an open dynamic environment, new instances arrive successively, where new classes may emerge at any time. Class incremental learning [2], [9], [12] is a learning paradigm designed for this kind of dynamic environment where classes appear incrementally. It focuses on enabling a learning system to incorporate instances of previously unseen classes in a continuous training process as new instances emerge. Most existing studies on class incremental learning require multiple scans of a training set. In real applications with limited resources (e.g., storage, energy consumption, etc. in mobile applications), it is imperative that a satisfying performance can be produced with a minimum number of scans. Therefore, an ideal solution is one that each instance needs to be scanned only once, and it is discarded and not stored for future training—one-pass learning.

In contrast to the traditional batch learning paradigm which generates a model based on the entire training data, one-pass learning [6], [17] deals with one instance at each time step without accessing any historical data. This enables an efficient strategy to build a large-scale learning system that would otherwise be computationally infeasible using the entire dataset. However, existing one-pass learning methods [1], [4], [6], [7], [14], [17] assume that the class set is fixed; thus they cannot handle class incremental learning in a data stream.

In this work, we extend both one-pass learning and class incremental learning to create One-Pass Class Incremental Learning (OPCIL). The new learning framework enables any-time predictions as new classes emerge in data streams. No existing methods in one-pass learning or class incremental learning are able to perform effective any-time predictions under the stated scenario, as far as we know.

A naive extension of one-pass learning to address the above-mentioned issue is to enlarge the model for the new class with random initialization. This method will degrade the accuracy substantially every time a new class emerges, and can stay low for an extended period of time until a sufficient number of instances from the new class are received. As a result, in order to produce a robust learning system, dealing with any-time prediction tasks, the central issue in OPCIL is to adapt the previously updated classifier for existing classes to incorporate emerging new classes under a stringent condition that all historical data are unavailable at all times. We call it the new class adaptation issue.

In this paper, we propose an effective method to the new class adaptation issue in OPCIL to maintain a robust learning system for any-time predictions. Having only one instance when a new class first appears, the key is to generate pseudo instances which are optimized to satisfy properties that produce a good performing discriminative classifier.

The contribution of this work is summarized as follows:

1) Introducing a new type of learning called one-pass class incremental learning (OPCIL);
2) Identifying the central issue in OPCIL, i.e., how to effectively adapt an existing classifier to incorporate a new class when the new class first appears in a stream.
3) Proposing an effective method to address the new class adaptation issue by generating pseudo instances which are optimized to satisfy properties that produce a good performing discriminative classifier using one observed instance only.

There are several other lines of related works. Learning with emerging new classes [11], [18] focuses on discovering emerging novel classes in a data stream; one-class learning [8], [13], [15] aims to build a classification model from a training set which mainly consists of positive class only; one-shot learning [5], [10] focuses on learning from very few training examples. All these works can handle new classes, but they have to access historical data several passes. In contrast, our work focuses on new class adaptation problem in one-pass learning setting, in which the classifier is updated immediately.
The learning becomes minimizing the following log loss function as a surrogate:
\[
\ell(x_t, y_t, W_t, b_t) = -\sum_{k=1}^{K_t} \mathbb{I}(y_t = k) \ln g_k(x_t, W_t, b_t);
\]
and the prediction function is
\[
f(x_t, W_t, b_t) = \arg \max_k g_k(x_t, W_t, b_t), k \in \{1, \cdots, K_t\};
\]

In order to simplify both the optimization and the description, we add an additional dimension to each instance \(\tilde{x}_t = [x_t; 1]\), and let \(W_t = [W_t; b_t^\top]\). Then, the bias term in \(g_k\), \(f\) and \(\ell\) can be dropped by applying \(\tilde{x}_t\) and \(W_t\).

The optimization is typically conducted using stochastic gradient descent (SGD)\(^2\). The gradient of \(\ell(\tilde{x}_t, y_t, W_t)\) w.r.t. \(W_t\) is given by \(\nabla_{W_t} \ell = -\tilde{x}_t (e_{y_t} \circ (1-g))^\top\), where \(e_{y_t}\) is the unit vector whose \(y_t\)-th element is 1, the other elements are 0; “\(\circ\)” is the element-wise product; \(\mathbf{1}\) is an all-one vector; and \(g = [g_1(\tilde{x}_t, W_t), \cdots, g_t(\tilde{x}_t, W_t)]^\top\).

The framework of One-Pass Class Incremental Learning (OPCIL) is summarized in Algorithm 1.

### B. New Class Adaptation

Under the constraint that all historical data are unavailable at all times, the central issue in OPCIL is defined as follows:

**Definition 1.** New class adaptation in OPCIL aims to adapt a classifier of known classes to a good performing classifier for both the known classes and the new class, using only one instance of the new class.

Because there is no access to historical data and there is only a single instance from the emerging new class, it appears to be a mission impossible to upgrade to a good performing model for all classes. Fortunately, two types of information are available:

1. Centers of existing classes. In one-pass learning setting, each class center maintains the first-moment information of historical data for each class; and it is easy to update as new instances are observed. Let \(C_t = [c_{t,1}, \cdots, c_{t,K_t}]\) be the center vector estimated for all \(K\) classes at time \(t\)\(^4\). In order to estimate \(c_{t,k}\), we maintain a counter \(n_{t,k}\) for each class \(k\). If \(y_t = k\), \(n_{t,k} = n_{t-1,k} + 1\), otherwise \(n_{t,k} = n_{t-1,k}\); then the center is updated as \(c_{t,k} = (c_{t-1,k} \times n_{t-1,k} + x_t)/n_{t,k}\).

2. Current classification model for existing classes (\(\tilde{W}_{t-1}\)). This model is updated as instances of existing classes are observed in the data stream.

The next section describes the proposed method which makes use of these two pieces of information to update the existing model when a new class emerges.

---

\(^{2}\)Specifically, the implementation used in this paper is ADAGRAD [3].

\(^{4}\)To simplify the notation, we drop the arguments for \(g\) hereafter, i.e., \(g_t\) represents \(g_t(\tilde{x}_t, W_t)\).

\(^{1}\)Note that \(c_{t,K_t}\) is instantiated with the new instance \(x_t\) when a new class emerges at time \(t\).

---

### Algorithm 1: OPCIL

**Input:** Data stream: \((x_t, y_t)^T_{t=1}; \) number of existing classes at time step: \(t = 0 - K_0\)

**Output:** Weight \(W_t\) for prediction

**Initialize:** \(\mathcal{Y}_0 = \{1, \cdots, K_0\}\), \(W_0\) with random initialization, \(t = 1\);

1. repeat
   2. Receive a labeled instance \((x_t, y_t)\);
   3. Update center \(C\) for each class;
   4. if \(y_t \notin \mathcal{Y}_{t-1}\) then // \(y_t\) is a new class
      5. \(K_t = K_{t-1} + 1;\)
      6. \(\mathcal{Y}_t = \mathcal{Y}_{t-1} \cup \{K_t\};\)
      7. \(W_t \leftarrow \text{GPI}(W_{t-1}, C);\)
   else // \(y_t\) is an existing known class
      8. \(K_t = K_{t-1};\)
      9. \(\mathcal{Y}_t = \mathcal{Y}_{t-1};\)
     10. \(W_t \leftarrow W_{t-1};\)
     11. \(W_t \leftarrow \text{SGDUpdate}(\tilde{x}_t, y_t, W_t)\)\(^1\); \(t \leftarrow t + 1;\)
   until \(t = T;\)

---

\(^{1}\)The general form for SGDUpdate is: \(\tilde{W}_t \leftarrow \tilde{W} - \eta_t \nabla_{\tilde{W}}\), where \(\eta_t\) is the learning rate. It may slightly differ in different SGD approaches.
III. LEARNING TO GENERATE PSEUDO INSTANCES (GPI)

To address the new class adaptation issue, we propose a learning to Generate Pseudo Instances (GPI) approach such that the generated instances can be used effectively to upgrade the current classifier of existing classes to a classifier for both the existing classes and the new class. This process learns a good performing classifier \( \hat{W} \) (Line 8 in Algorithm 1) from the only instance of a new class when it first appears.

Specifically, \( \hat{W} \) is initialized based on the class centers, including the currently observed instance of the new class, and the current classifier of existing classes \( \hat{W}_{t-1} \). The initialization of \( \hat{W} \) is done as follows: 1) generate pseudo instances for both new and existing classes; 2) train a classifier based on the generated instances to produce \( \hat{W} \).

Then, \( \hat{W} \) is used to adapt the current classifier \( \hat{W}_{t-1} \) for existing classes to incorporate the new class. This is done iteratively by generating pseudo instances for all classes and updating \( \hat{W} \) to further refine the model. The pseudo instance generation process is the key contribution of this paper.

A. Initialization of \( \hat{W} \)

The initialization process of upgrading the current model \( \hat{W}_{t-1} \) to incorporate the new class involves generating pseudo instances for existing classes and the new class. They are described in the following two subsections.

A1) Pseudo Instance Generation for Existing Classes

A pseudo instance of an existing class must have three properties in order to produce a good discriminative model. The properties are defined in the following paragraphs.

Property 1. A pseudo instance \( \hat{x} \) of class \( i \) with respect to class \( j \) shall be in the class \( i \) region bordering class \( j \) region.

Note that we have no access to all historical data; but we have access to the class centers \( C \) and the current classification model \( \hat{W} \). To produce pseudo instances which have Property 1, we propose to simultaneously minimize (i) the distance between pseudo instance \( \hat{x} \) and the center of class \( j \) (\( c_j \)): \( \| \hat{x} - c_j \|^2 \); and (ii) log loss in class \( i \): \( -\ln(g_i) \).

\[
\min_{\hat{x}} -\ln(g_i) + \frac{\lambda}{2} \| \hat{x} - c_j \|^2, \tag{2}
\]

where \( \lambda \) is the trade off parameter.

Optimizing Eqn. (2) via gradient descent produces (intermediate) pseudo instances which will gradually approach the decision boundary between \( i \) and \( j \).

However, Property 1 is not sufficient because it only takes the current classifier into consideration without the knowledge of the new class. It can produce instances which are well inside the region of the new class rather than at the boundary.

The second property is proposed to tightly bound the region of each class.

Property 2. Pseudo instances of class \( i \) must be within a fixed distance from its class center \( c_i \).

This property can be acquired by having a bounded norm constraint:

\[
\| \hat{x} - c_i \|^2 \leq \delta^2, \tag{3}
\]

where \( \delta \) is a threshold.

In addition, pseudo instances should cover a large area along the decision boundary. Thus, the third property is required and it is given as follows.

Property 3. Pseudo instances of class \( i \) must be highly disperse around the region of class \( i \).

The dispersion of two pseudo instances \( \hat{x}_1 \) and \( \hat{x}_2 \), generated for class \( i \) (centered at \( c_i \)), is measured by the angle \( (\theta) \) between \( \hat{x}_1 - c_i \) and \( \hat{x}_2 - c_i \):

\[
\text{dis}_{c_i}(\hat{x}_1, \hat{x}_2) = 1 - \frac{(\hat{x}_1 - c_i)^\top (\hat{x}_2 - c_i)}{\| \hat{x}_1 - c_i \| \cdot \| \hat{x}_2 - c_i \|}. \tag{4}
\]

The larger the angle is between \( \hat{x}_1 - c_i \) and \( \hat{x}_2 - c_i \), the larger dispersion will be between \( \hat{x}_1 \) and \( \hat{x}_2 \).

We adopt a greedy strategy to generate pseudo instances for each class \( i \), so as to maximize the pairwise dispersion. Let \( P_i = \{ \hat{x}_1, \cdots, \hat{x}_m \} \) be \( m \) pseudo instances generated for class \( i \) thus far. A new pseudo instance \( \hat{x} \) for the same class, which maximizes the dispersion, is formulated as follows:

\[
\min_{\hat{x}} \frac{1}{m} \sum_{\hat{x}^\prime \in P_i} \frac{(\hat{x} - c_i)^\top (\hat{x}^\prime - c_i)}{\| \hat{x} - c_i \| \cdot \| \hat{x}^\prime - c_i \|}. \tag{5}
\]

According to [16], under the bounded norm constraint Eqn. (3), minimizing Eqn. (4) can be relaxed to

\[
\min_{\hat{x}} \frac{1}{2m} \sum_{\hat{x}^\prime \in P_i} \| \hat{x} - c_i + \hat{x}^\prime - c_i \|^2. \tag{6}
\]

Combining Eqns. (2), (3) and (5), we have our optimization formulation for generating pseudo instances for class \( i \), given the class center \( c_i \) and previously generated instances \( P_i \) of size \( m \):

\[
\min_{\hat{x}} -\ln(g_i) + \frac{\lambda}{2} \| \hat{x} - c_j \|^2 + \frac{1}{2m} \sum_{\hat{x}^\prime \in P_i} \| \hat{x} + \hat{x}^\prime - 2c_i \|^2 \quad \text{s.t.} \quad \| \hat{x} - c_i \|^2 \leq \delta^2. \tag{7}
\]

The third term \( \frac{1}{2m} \sum_{\hat{x}^\prime \in P_i} \| \hat{x} + \hat{x}^\prime - 2c_i \|^2 \) is set to 0, when \( P_i \) is empty, to avoid the division-by-zero error.

To optimize Eqn. (6), the gradient descent is applied. We define

\[
\mathcal{L} = -\ln(g_i) + \frac{\lambda}{2} \| \hat{x} - c_j \|^2 + \frac{1}{2m} \sum_{\hat{x}^\prime \in P_i} \| \hat{x} + \hat{x}^\prime - 2c_i \|^2, \tag{7}
\]

then the gradient w.r.t. \( \mathcal{L} \) is given by

\[
\nabla_{\hat{x}} = -(1 - g_i)w_i + \lambda(\hat{x} - c_j) + \frac{1}{m} \sum_{\hat{x}^\prime \in P_i} (\hat{x} + \hat{x}^\prime - 2c_i),
\]

where \( w_i = \hat{W}_{1,i,i} \) is the first \( d \) rows of the \( i \)-th column of \( \hat{W} \). The update rule for \( \hat{x} \) is \( \hat{x} \leftarrow \hat{x} - \eta \nabla_{\hat{x}} \), where \( \eta \) is the learning rate.

After \( \hat{x} \) is updated, we check whether the constraint specified in Eqn. (3) is satisfied. If \( \| \hat{x} - c_i \|^2 > \delta^2 \), we project \( \hat{x} \) on the surface of the ball with center \( c_i \) having radius \( \delta \):

\[
\hat{x} \leftarrow \frac{\hat{x} - c_i}{\| \hat{x} - c_i \|} \delta + c_i. \tag{8}
\]
A2) Pseudo Instance Generation for the New Class

Having seen only the first instance of the new class, no knowledge of its decision boundary is available. As a result, Property 1, which is valid for existing classes only, cannot be applied. The replacement property is given as follows:

Property 4. Each pseudo instance of a new class \( j \) is predicted to belong to any of the existing classes \( i \neq j \) with the highest uncertainty by the model \( \tilde{W}_{i-1} \) for all existing classes \( i = 1, \ldots, K \).

Entropy is a measure that quantifies the amount of uncertainty. Maximizing the entropy will obtain the largest uncertainty.

Note that \( g_k \), in Eqn. (1), has a probabilistic interpretation: it is the probability that \( \tilde{x} \) is classified to class \( k: p(y=k|\tilde{x}) = g_k \). The joint probability is given by \( p(y=k, \tilde{x}) = p(y=k|\tilde{x})p(\tilde{x}) \). The joint entropy can then be given as:

\[
H(\tilde{x}, y) = -\sum_{k=1}^{K} p(y=k, \tilde{x}) \ln(p(y=k, \tilde{x}))
\]

\[
= -p(\tilde{x}) \ln(p(\tilde{x})) \sum_{k=1}^{K} g_k - p(\tilde{x}) \sum_{k=1}^{K} g_k \ln(g_k),
\]

where \( K \) is the number of existing classes.

Because \( \sum_{k=1}^{K} g_k = 1 \) and \( p(\tilde{x}) \) is an unknown constant, maximizing Eqn. (9) w.r.t. \( \tilde{x} \) is equivalent to minimizing \( \sum_{k=1}^{K} g_k \ln(g_k) \).

Because Properties 2 and 3 are still valid for the new class, the optimization can be done similarly by simply replacing the first term in Eqn. (6) with \( \sum_{k=1}^{K} g_k \ln(g_k) \). We therefore have the optimization formulation for the new class as follows:

\[
\min_{\tilde{x}} \sum_{k=1}^{K} g_k \ln(g_k) + \frac{\lambda}{2} \|\tilde{x} - c_i\|^2 + \frac{1}{2m} \sum_{\tilde{x} \in P_i} \|\tilde{x} + \tilde{x}' - 2c_i\|^2,
\]

s.t. \( \|\tilde{x} - c_i\|^2 \leq \delta^2 \) (10).

Define \( L' \) as

\[
L' = \sum_{k=1}^{K} g_k \ln(g_k) + \frac{\lambda}{2} \|\tilde{x} - c_i\|^2 + \frac{1}{2m} \sum_{\tilde{x} \in P_i} \|\tilde{x} + \tilde{x}' - 2c_i\|^2.
\]

The optimization of Eqn. (10) can also be conducted by the gradient descend. The gradient of \( L' \) w.r.t. \( \tilde{x} \) is given by

\[
\nabla_{\tilde{x}} = \sum_{k=1}^{K} (1 + \ln(g_k))g_k(1-g_k)\omega_k + \lambda(\tilde{x} - c_i) + \frac{1}{m} \sum_{\tilde{x} \in P_i} (\tilde{x} + \tilde{x}' - 2c_i).
\]

B. Iterative Model Update

After training a classifier with generated pseudo instances as the initialization for \( \tilde{W} \), the decision boundaries are available for all classes, including the new class. The subsequent process to refine the model or the decision boundaries is an iterative process called GPI_update which iterates the following two steps until it converges (i.e., \( \tilde{W} \) does not change):

(i) Generate pseudo instances for all classes based on the centers;

(ii) Update \( \tilde{W} \) (obtained in the previous iteration) using the generated pseudo instances in step (i).

The pseudo instances generation process in step (i) is the same as that for existing classes in the initialization of \( \tilde{W} \) (Section III-A1), since the decision boundary for the new class has been established.

C. Set \( \lambda \) and \( \delta \) automatically

We describe how to set \( \lambda \) and \( \delta \) for Eqn. (6) for the existing classes, and then followed by that for Eqn. (6) and (10) for the new class. (a) \textbf{AdapSelect}\( \lambda \) for Eqn. (6). Minimizing \( L(\tilde{x}, \tilde{W}, C, P_i, \lambda) \) in Eqn. (7) with an appropriate \( \lambda \) \( \tilde{x} \) will gradually approach the decision boundary. If \( \tilde{x} \) is far enough, the solution will cross the boundary. The automatic process begins by setting \( \lambda \) initially to a large value (say, \( \lambda = 4 \)), and then check whether the optimized solution \( \tilde{x} \) is correctly classified. If \( \tilde{x} \) is classified as another class, \( \lambda \) is reduced by half. We repeat this process, until an appropriate \( \lambda \) is found.

(b) \textbf{AdapSelect}\( \delta \). The idea to set \( \delta \) automatically for Eqn. (6) is similar to that of setting \( \lambda \), i.e., it aims to generate pseudo instances which are correctly classified by the classifier. If \( \delta \) is too large, due to the bounded norm constraint in Eqn. (6), the generated instances may be located within the region of another class. Given \( \tilde{x} \), if \( \|\tilde{x} - c_i\| > \delta \), then \( \tilde{x} \) is projected via Eqn. (8). After the projection, if \( \tilde{x} \) is still mistaken for another class by the classifier, then \( \delta \) is reduced by half. We repeat this process, until an appropriate \( \delta \) is found.

Both \textbf{AdapSelect}\( \lambda \) and \textbf{AdapSelect}\( \delta \) examine whether a generated instance is correctly classified. Note that the pseudo instance generation procedure is related to a class pair. In the initialization of \( \tilde{W} \), when the class pair involves a new class, \textbf{AdapSelect}\( \lambda \) and \textbf{AdapSelect}\( \delta \) cannot be applied, since no decision boundary is available for the new class. Alternatives are used in the following two situations:

(a) \textbf{Generate instances for an existing class} \( i \) w.r.t. the new class. First, \( \lambda \) and \( \delta \) for Eqn. (6) are determined based on \textbf{AdapSelect}\( \lambda \) and \textbf{AdapSelect}\( \delta \) mentioned above for all class pairs \( \{i, j\}, j \in \{1, \ldots, K\} \setminus \{i\} \), where \( K \) is the number of existing classes.
Let $\lambda_{i,j}$ and $\delta_{i,j}$ denote the parameter settings for the pair $(i,j)$. Then, pseudo instances of an existing class $i$ w.r.t. the new class is generated via Eqn. (6) using the minimum $\lambda_{i,j}$ and $\delta_{i,j}$: $\lambda \leftarrow \min\{\lambda_{i,1}, \ldots, \lambda_{i,K}\}$ and $\delta \leftarrow \min\{\delta_{i,1}, \ldots, \delta_{i,K}\}$, where $c_{K+1}$ (which is the new class instance) is the new class center, and $\frac{1}{2}||c_i - c_{K+1}||$ is an estimate that $\delta$ is at the midpoint of two class centers, having no other information.

(b) Generate instances for the new class w.r.t. an existing class. Here, no adaptive selections could be made for Eqn. (10) since the decision boundary for the new class is unknown. As a heuristic, $\lambda = 1$ which gives the first and second terms in Eqn. (10) the same weighting; and $\delta = \frac{1}{2}||c_{K+1} - c_i||$.

Based on the descriptions in Sections III-A, III-B and III-C, three procedures are presented: (a) Algorithm 2 summarizes the entire GPI approach; (b) the initialization of $\tilde{W}$ is in Algorithm 3: GPI\_init; and (c) iterative model update of $\tilde{W}$ is in Algorithm 4: GPI\_update. Only one parameter $m$ which needs to be set. In the following experiments, $m = 1$ is used as the default.

IV. EXPERIMENTS ON SYNTHETIC DATA

A. Configuration

Synthetic Data. The 2-dimensional dataset has the following characteristics: Each of the 10 classes has 1,000 instances drawn from a multivariate normal distribution. Then, 20% instances are randomly sampled as the test set, and the rest are used for a stream simulation.

Stream Simulation. To simulate a data stream, we randomly select 5 classes as new classes, and shuffle the training data to build a data stream such that each new class emerges after 1,000 instances are observed. Only 5 existing classes appear in the first 1000 instances, labeled as section 1-1000. Then, Classes 6-10 appear successively as new classes in the next 5000 instances in sections 1001-6000. In the section 6001-8000, there are no other new classes.

Evaluation. To evaluate any-time predictions, the accuracy of the classifier is assessed using the test set in each time step, after the classifier has been updated. All instances in the test set which contains all known classes are used in the assessment.

Baseline. We compare OPCIL\_GPI with OPCIL\_Rnd, where OPCIL\_GPI uses GPI to obtain the classifier to incorporate a new class (Line 8 in Algorithm 1), and OPCIL\_Rnd adopts a random initialization, so as to illustrate the effectiveness of our approach. For SGDUpdate in Line 13 Algorithm 1, we adopt ADAGRAD [3].

B. Results

The comparison result of OPCIL\_GPI and OPCIL\_Rnd is exhibited in Figure 1. It is a vivid illustration of the cold start phenomenon exhibited by OPCIL\_Rnd, i.e., the accuracy degrades significantly immediately after a new class emerges. The accuracy recovers to a good level only after a sufficient number of instances of the new class have been observed. In contrast, the accuracy degradation of OPCIL\_GPI is more subdued; and notice that the performance gap between OPCIL\_GPI and OPCIL\_Rnd is huge in the initial time steps every time a new class first emerges. The performance gap can remain large for more than 500 instances in some sections, e.g., 2001-4000 and 5001-6000.


B. Results

Figure 2 exhibits the overall performance of all methods using the performance of OPCIL-Rnd as the base. OPCIL-GPI is the best performer which is better than Rnd, CC, and CCR in all datasets. Specifically, it is better than Rnd on 9 of 10 datasets, significantly better than CC on 9 of 10 datasets, and significantly better than CCR on 6 of 10 datasets (under paired t-tests at 95% significance level).

![Figure 2. Overall accuracy with reference to OPCIL-Rnd. The gray baseline is OPCIL-Rnd. To simplify notation, prefix “OPCIL” is dropped.](image)

Note that when the time gap between different new classes is large, the improvement is not obvious (see usps, pendigits, and mnist), since all those OPCIL algorithms will converge to a similar accuracy given enough instances; even though each new class model has a different initialization.

![Figure 3. First-emergence accuracy with reference to OPCIL-Rnd.](image)

Figure 3 shows the First-emergence accuracy with reference to OPCIL-Rnd. OPCIL-GPI achieves much better performance than OPCIL-Rnd, OPCIL-CC and OPCIL-CCR. It is significantly better than all other contenders on 9 out of 10 datasets. This validates the effectiveness of the new class adaptation approach.

To examine whether the performance difference between any two algorithms is significant, we perform a post-hoc Nemenyi test. The result shown in Figure 4 reveals that the proposed new class adaptation with GPI is significantly better than other contenders.

![Figure 4. Critical difference (CD) diagram of the post-hoc Nemenyi test (α = 0.05) for the comparison results in Figure 3. The difference between two algorithms is significant if the gap between their ranks is larger than the CD. There is a line between two algorithms if the rank gap between them is smaller than the CD.](image)

VI. CONCLUSION

We introduce a new framework to deal with emerging new classes called One-Pass Class Incremental Learning (OPCIL). It is an extension of both the one-pass learning and the class incremental learning to enable any-time predictions as new classes emerge in data streams. The central issue in OPCIL is how to effectively adapt a classifier of existing classes to incorporate emerging new classes. We call it the new class adaptation issue, and propose an effective method to address it. Having only one instance of the new class, the key is to generate pseudo instances which are optimized to satisfy properties that produce a good performing discriminative classifier. We provide the necessary properties and optimization procedures required to address this issue. Experiments on synthetic data and real datasets validate the effectiveness of our approach.
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