Ensemble Approach Based on Conditional Random Field for Multi-Label Image and Video Annotation
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ABSTRACT
Multi-label image/video annotation is a challenging task that allows to correlate more than one high-level semantic keyword with an image/video-clip. Previously, a single model is usually used for the annotation task, with relatively large variance in performance. The correlation among the annotation keywords should also be considered. In this paper, to reduce the performance variance and exploit the correlation between keywords, we propose the En-CRF (Ensemble based on Conditional Random Field) method. In this method, multiple models are first trained for each keyword, then the predictions of these models and the correlations between keywords are incorporated into a conditional random field. Experimental results on benchmark data set, including Corel5k and TRECVID 2005, show that the En-CRF method is superior or highly competitive to several state-of-the-art methods.

Categories and Subject Descriptors
I.2.10 [Artificial Intelligence]: Vision and Scene Understanding—video analysis; I.2.6 [Artificial Intelligence]: Learning

General Terms
Algorithms, Design, Experimentation
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1. INTRODUCTION
With the fast accumulation of image and video data, how to effectively access large-scale multimedia database, such as indexing, browsing and retrieval, has become a challenging task. As most users prefer textual queries, a common theme is to first annotate these images/videos with keywords which describe the content in the images, and then use these keywords for indexing or browsing. Manual annotation is labor-intensive and time-consuming. Thus, automatic image/video annotation has emerged as an important topic, and become an active research topic in recent years. This paper focuses on multi-label image/video annotation task in which an image/video-clip is associated with more than one keyword simultaneously. The learning framework to tackle such scenario is called multi-label learning in machine learning community which has attracted more and more attentions during the past few years [21, 30, 31, 33].

Many techniques have been developed for the image/video annotation task. For image annotation, Jeon et al. [8] proposed the cross-media relevance model (CMRM) which tries to estimate the joint probability of the visual keywords and the annotation keywords on the training data set. This relevance model was further improved through continuous-space relevance model (CRM) [11], multiple Bernoulli relevance model (MBRM) [4], and dual cross-media relevance model [13]. Carneiro et al. [3] proposed a probabilistic approach for this task. Guillamet et al. [7] proposed a discriminatively trained nearest neighbor model in which tags of test images are predicted using a weighted nearest-neighbor model to exploit labeled training images. In [32], Zhang et al. introduced a regularization based feature selection algorithm to leverage both the sparsity and clustering properties of features, and incorporated it into the image annotation task.

To consider multiple labels, a common approach is to learn a separate classifier for each keyword on training data, and use them to predict whether a new image belongs to some classes. In this paradigm, SVM based methods have been shown effective [1, 26]. Gao et al. proposed a hierarchical boosting algorithm by incorporating feature hierarchy and boosting to scale up SVM image classifier. Yangagawa et al. [25] built a set of baseline detectors for 374 LSCOM concepts by using SVM. Those methods also treat the concepts independently. In most image/video annotation tasks, there are significant correlations in keywords. To exploit the correlation, and improve the performance of the binary concept classifiers, some methods try to construct models with a context-based concept fusion strategy [9, 14, 18, 22, 28]. Qiu et al. [20] simultaneously modeled both the individuals as well as their correlations with a unified formulation. Recently, a new machine learning framework named MIML (Multi-Instance Multi-Label learning) was proposed [34], which represented each object as multiple
instances and allowed the object to have multiple labels simultaneously. This framework was soon applied to and found well useful in image annotation [27].

Ensemble methods are a kind of powerful learning paradigm which is able to achieve strong generalization ability by using multiple learners [33]. Usually, ensemble methods combine the individual learners by voting, averaging, or their variants. In this paper, we propose the En-CRF method, which combines multiple models, as potential functions, with a conditional random field [10]. In addition to the profit from combining multiple models, the En-CRF method also takes benefit from using CRF to exploit the correlations between the keywords.

The rest of this paper is organized as follows: In section 2, we introduce the En-CRF method, including the training and testing processes. In section 3, we report on the experimental results on benchmark data set Corel5k and TRECVID 2005. Finally, we conclude this paper in section 4.

2. THE EN-CRF METHOD

2.1 The Framework

Given a feature vector $X$, let $Y \in \mathcal{Y}$ denote the label vector with length $m$, and $y_i$ is the $i$th element of $Y$, taking the value in $\{-1, +1\}$ with $+1$ denotes that the corresponding label is a proper one for $X$, while $-1$ denotes that the corresponding label is irrelevant to $X$. For each keyword, we construct $r$ classifiers. These classifiers can be different models, e.g., SVM with different kernels, neural networks with different number of hidden units, etc. The posterior probability for label $Y$ is of the following form:

$$p(Y|X) = \frac{1}{Z(X)} \exp(-E(Y|X))$$

where $E(Y|X)$ is the energy function defined as:

$$E(Y|X) = \sum_{i=1}^{m} w_{i,j} f_i(x_i, y_j) + \frac{1}{2} \sum_{i,j,k=0}^{m} w_{i,j,k} \delta(y_i, y_j, k) f'_i(x_i, y_j)$$

where $f_i(x_i, y_j)$ is defined to measure how likely the result of the $i$th classifier for the $j$th label is positive. For instance, as used in this paper, its value can be the signed distance to the hyperplane when SVM is used as the classifier. $f_i(x_i, y_j)$ measures the correlation between the $i$th and $j$th keywords, $k \in \{0, 1, 2, 3\}$ corresponds to four combinatorial states of two labels, e.g., 0 corresponding to the state that both labels are negative, and $\delta(y_i, y_j, k)$ is defined as:

$$\delta(y_i, y_j, k) = \begin{cases} 
1 & y_i = -1 \text{ and } y_j = -1 \text{ and } k = 0 \\
1 & y_i = -1 \text{ and } y_j = +1 \text{ and } k = 1 \\
1 & y_i = +1 \text{ and } y_j = -1 \text{ and } k = 2 \\
1 & y_i = +1 \text{ and } y_j = +1 \text{ and } k = 3 \\
0 & \text{otherwise}
\end{cases}$$

Similarly, $Z(X)$, the partition function, is defined by:

$$Z(X) = \sum_{Y \in \mathcal{Y}} \exp(-E(X|Y))$$

2.2 Training Process

The training process of En-CRF consists of two steps: (1) setting up $f_i(X, y_j)$ and $f'_i(y_i, y_j)$; (2) learning the parameters $w$.

As mentioned above, $f_i(X, y_j)$ is defined to measure how likely the result of the $i$th classifier for the $j$th label is positive. For this, we first train $r$ SVM’s with different kernels for each class, and therefore get $r$ hyperplanes for each class. Then, $f_i(X, y_j)$ takes the value of the signed distance of $X$ to the $i$th hyperplane. $f'_i(y_i, y_j)$ measures the correlation of the $i$th and $j$th keywords, and it can be realized by the co-occurrence of the $i$th and $j$th keywords. Notice that some keyword pairs may have rather weak interactions. That is, the presence/absence of one keyword would not affect the presence/absence of another keyword. Thus, it is not necessary to involve all classes during training process. Here, we adopt the normalized mutual information [20] to determine which label pairs should be selected. For keywords $p$ and $q$, the normalized mutual information is defined as

$$\text{NormMI}(p, q) = \frac{MI(p, q)}{\min[H(p), H(q)]}$$

where $MI(p, q)$ is the mutual information of words $p$ and $q$, and $H(p)$ is the marginal entropy of word $p$ as defined respectively.

$$MI(p, q) = \sum_{y_p, y_q} P(y_p, y_q) \log \frac{P(y_p, y_q)}{P(y_p)P(y_q)}$$

$$H(p) = -\sum_{y_p \in \{0, 1\}} P(y_p) \log P(y_p)$$

Based on the normalized mutual information, the pairs whose correlations are larger than a threshold are considered.

Once we get $f_i(X, y_j)$ and $f'_i(y_i, y_j)$, given the training set $D = \{(X^1, Y^1), (X^2, Y^2), \ldots, (X^n, Y^n)\}$, the penalized log likelihood of parameters $w$ is

$$L(w|D) = \log \left( \prod_{i=1}^{n} p(Y|X^i) \right) - \sum_{i,j} w_{i,j}^2 - \sum_{i,j,k} w_{i,j,k}^2$$

where the last two terms are introduced to reduce overfitting. Given the gradient of the log likelihood at $w_i$ or $w_{i,j}$, optimization methods such as BFGS [2] can be used to find the optimal $w$.

2.3 Testing and Ranking Process

A trained En-CRF model can be easily used to annotate a new example $X$. There are also two steps to annotate a new example. First, we should calculate $f_i(X, y_j)$, and $\delta$ used in Eq. 2 (note that $f'_i$ can be computed in advance). $f_i(X, y_j)$ can be easily computed based on the hyperplane of $i$th classifier for the $j$th label. The second step is to infer a label vector $Y$ for this $X$ according to

$$Y = \arg\max_{Y \in \mathcal{Y}} p(Y|X).$$

This inference problem can be executed efficiently by some dynamic programming algorithms, e.g., the Viterbi-like algorithm used in this paper.

It would be nice if the annotated keywords can be ranked according to their relevancy to the example. This requires us to give a score to every annotated keyword. Here we can get this by computing the conditional expectation [20] of a keyword. Suppose that the predicted label vector for an image is $Y$, and $q$ is the keyword set, the conditional expectation of $y_p$ for keyword $p$ can be computed by

$$E(y_p|X, Y_{\text{\neg}p}) = P(y_p = +1|X, Y_{\text{\neg}p}) - P(y_p = -1|X, Y_{\text{\neg}p})$$

According to Eq. 1, $p(y_p|X, Y_{\text{\neg}p})$ is defined as

$$p(y_p|X, Y_{\text{\neg}p}) = \frac{1}{Z_p} \exp\left(-E(y_p \circ Y_{\text{\neg}p}|X, w)\right)$$

where

$$Z_p = \sum_{y_{\text{\neg}p} \in \{+1,-1\}} \exp\left(-E(y_p \circ Y_{\text{\neg}p}|X, w)\right)$$

and the circle operator means to concatenate two parts of labels into one.

The En-CRF method is summarized in Algorithm 1.
3. EXPERIMENTS

3.1 Experiments on Image Data

In this section, En-CRF is tested on the Corel data set which contains 5,000 images collected from larger Corel CD set. Each image has been annotated by an average of 3–5 keywords from a dictionary of 371 keywords. The data set is further divided into two parts: training set and testing set which contains 4500 and 500 images, respectively. Finally, the dictionary contains 260 words that appear in both the training and testing set.

Similar to the routine in [24], images are first represented with pyramid structure in which the division scheme is 1 × 1, 2 × 2, 1 × 3. From each region, SIFT, C-SIFT, rgSIFT, and OpponentSIFT descriptors are first extracted with both Harris-Laplace point sampling and dense sampling methods. Then, k-means is used to generate a dictionary with size 2000. Finally, for each type of feature, a region is represented as a ‘bag-of-words’ histogram.

For each keyword, SVM’s with different kernels are trained on the training set. These kernels include (1) Spatial pyramid kernel with weighted \( \chi^2 \) distances of multiple features [24]; (2) Spatial pyramid kernel with weighted earth mover distance (EMD) [29] of multiple features, in which EMD is used instead of \( \chi^2 \) distance; (3) Pyramid match kernel [6]; (4) Multiple instance kernel [5], in which each feature is treated as an instance; (5) RBF kernel, in which all features are sequentially combined into a flat vector. (6) Polynomial kernel, in which all features are also combined into one vector as in (5). Note that the features used in (2)&(3) is a little different from those used in other kernels. For saving space, here we do not give the detail.

The results are shown in Table 1. The left part is the annotation results in which ‘P’ is mean precision, ‘R’ is mean recall and ‘N+’ denotes the number of keywords with non-zero recall value. The right part is the retrieval results in which the Mean Average Precision (MAP) is used to measure the performance. From Table 1, we can find that En-CRF is superior or highly competitive to state-of-the-art methods.

Table 1: Comparison of En-CRF and state-of-the-art methods on Corel5K. ‘P’ denotes mean precision, ‘R’ denotes mean recall, ‘N’ denotes the number of keynotes with non-zero recall, and ‘MAP’ means mean average precision.

<table>
<thead>
<tr>
<th>Annotation</th>
<th>Retrieval (MAP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>P</td>
</tr>
<tr>
<td>infNet[16]</td>
<td>0.17</td>
</tr>
<tr>
<td>JEC[15]</td>
<td>0.27</td>
</tr>
<tr>
<td>LASSO[15]</td>
<td>0.24</td>
</tr>
<tr>
<td>TagProp[7]</td>
<td>0.33</td>
</tr>
<tr>
<td>GS[32]</td>
<td>0.30</td>
</tr>
<tr>
<td>CRM[11]</td>
<td>0.16</td>
</tr>
<tr>
<td>SML[3]</td>
<td>0.23</td>
</tr>
<tr>
<td>TGLM[12]</td>
<td>0.25</td>
</tr>
<tr>
<td>MBRM[4]</td>
<td>0.24</td>
</tr>
<tr>
<td>En-CRF</td>
<td>0.32</td>
</tr>
</tbody>
</table>

In this paper, the AP is calculated on the top-ranked 2000 shots returned from these methods. The MAP are calculated by averaging the AP’s of all concepts. We compare En-CRF with CML (II) and CMLT [20], both are popular methods which considering correlations among concepts, where CMLT incorporates temporal information into a kernel. All parameters are selected by 3-fold cross-validation on training set. The AP and MAP are shown in Figure 1. From Figure 1, we can find that:

- En-CRF achieves the best performance on 28 concepts, and performs better on 32 concepts than CML(II), and 28 than CMLT. En-CRF obtains the best MAP.
- En-CRF performs much better than CML(II) and CMLT on some concepts, e.g., “Office” (82.34% better than CML(II), 65.37% better than CMLT), and “Urban” (68.57% better than CML(II), and 52.88% better than CMLT).
- En-CRF deteriorates on some concepts, e.g., “Sports” due to the fact the there are strong temporal consistency in video data for such concepts, and such information is not considered in En-CRF.

4. CONCLUSIONS

In this paper, we propose the En-CRF method for image and video annotation. In En-CRF, multiple classifiers are trained for each keyword, and all classifiers are combined with a conditional random field. Experimental results on benchmark data sets, including Corel5k and TRECVID 2005, show that En-CRF is superior or highly competitive to several state-of-the-art methods. An interesting future work is to improve En-CRF by incorporating helpful temporal and structured information in video/image annotation tasks.
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Figure 1: The performance of CML(II), CMLT and En-CRF


