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Abstract—The problem of maximizing monotone $k$-submodular functions under a size constraint arises in many applications, and it is NP-hard. In this paper, we propose a new approach which employs a multi-objective evolutionary algorithm to maximize the given objective and minimize the size simultaneously. For general cases, we prove that the proposed method can obtain the asymptotically tight approximation guarantee, which was also achieved by the greedy algorithm. Moreover, we further give instances where the proposed approach performs better than the greedy algorithm on applications of influence maximization, information coverage maximization and sensor placement. Experimental results on real-world data sets exhibit the superior performance of the proposed approach.
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I. INTRODUCTION

In many areas such as combinatorial optimization and machine learning, we often encounter the problem of selecting a subset with a size constraint from a total set of items. The involved objective functions are often monotone and submodular, e.g., in maximum coverage [7] and feature selection [15], [17]. This kind of problem, maximizing monotone submodular functions under a size constraint, is NP-hard, and the greedy algorithm achieves the $(1 - \frac{1}{e})$-approximation guarantee [22], which is optimal in general [21].

In this paper, we study a generalization of the above problem, i.e., maximizing monotone $k$-submodular functions under a size constraint, which appears in many practical applications, e.g., influence maximization with $k$ kinds of topics and sensor placement with $k$ kinds of sensors [25]. That is, $k$ pairwise disjoint subsets instead of a single subset need to be selected, and the objective functions are $k$-submodular. Note that although $k$-submodular is a generalization of submodular (i.e., $k = 1$) [12], the methods on submodular function maximization cannot be directly applied to the general $k$.

Studies on $k$-submodular function optimization start with $k = 2$, i.e., bisubmodular, including both minimization [9], [18] and maximization [31], [35]. Since 2012, more attention has been drawn to the case of general $k$. The minimization of $k$-submodular function is solvable in polynomial time [32]. However, maximizing $k$-submodular functions is NP-hard. Ward and Živný [35] first gave a $\frac{1}{2}$-approximation guarantee by a deterministic greedy algorithm. This bound was later improved by Iwata et al. [13] to $\frac{1}{2}$ with a randomized greedy algorithm. In addition, Iwata et al. [13] also proved a $\frac{1}{2k-1}$-approximation guarantee for monotone $k$-submodular function maximization.

Most of the above-mentioned studies considered the unconstrained cases. Meanwhile, real-world applications of $k$-submodular function maximization are often subject to a size constraint [31]. To the best of our knowledge, there has existed only one work for maximizing monotone $k$-submodular functions under a size constraint. Ohsaka and Yoshida [25] proved that the greedy algorithm can obtain the $\frac{1}{2}$-approximation guarantee under the total size constraint, which is asymptotically tight since exponential running time is required for achieving an approximation ratio of $\frac{k+1}{2k} + \epsilon$ for any $\epsilon > 0$ [13]. Note that they also studied the problem under the individual size constraint, while we focus on the total size constraint in this paper.

Motivated by the success of multi-objective evolutionary algorithms (MOEAs) for solving constrained optimization problems over the continuous solution space [2], [4], [33] as well as the Boolean solution space (i.e., $\{0,1\}^n$) [26], [27], [28], [29], we propose a Multi-Objective evolutionary optimization method for maximizing $k$-Submodular functions with a size constraint (where the solution space is $\{0,1,\ldots,k\}^n$), called MOMS. The MOMS method first reformulates the original constrained problem as a bi-objective optimization problem that maximizes the given objective and minimizes the size simultaneously, then employs a simple MOEA [16] combined with randomized local search to solve it, and finally selects the best feasible solution from the produced non-dominated solution set.

We first theoretically analyze the performance of MOMS. The main results are that,

- MOMS can achieve the $\frac{1}{2}$-approximation guarantee in polynomial time for general cases (i.e., Theorem 1), which reaches the asymptotically tight bound also obtained by the greedy algorithm [25].
• Three representative monotone \(k\)-submodular problems, i.e., influence maximization, information coverage maximization and sensor placement, are investigated. For each problem, we give an instance and prove that MOMS can find an optimal solution while the greedy algorithm cannot (i.e., Theorems 2, 3 and 4).

These results show that compared with the best-so-far method for the studied problem, the greedy algorithm [25], the proposed method MOMS has the same general approximation guarantee, but can achieve better solutions in cases.

We have also conducted experiments on the applications of influence maximization, information coverage maximization and sensor placement. The results on 14 real-world data sets exhibit the superior performance of MOMS over the greedy algorithm. Note that for sensor placement with \(k = 1\), the greedy algorithm has been proved to be able to achieve the nearly optimal solution [30]. Thus, the better performance of MOMS on sensor placement also discloses that MOMS nearly optimal solution [30]. Thus, the better performance can bring a performance improvement even when the greedy algorithm has been nearly optimal.

The rest of the paper first introduces the studied problem, and then presents the proposed MOMS method, its theoretical analysis and empirical study. Finally we conclude this paper.

II. MONOTONE \(k\)-SUBMODULAR FUNCTION MAXIMIZATION UNDER A SIZE CONSTRAINT

In this section, we first introduce the general \(k\)-submodular problem, and then give three special instances, influence maximization, information coverage maximization and sensor placement, which will be studied in this paper.

A. The General \(k\)-Submodular Problem

Given a finite nonempty set \(V = \{e_1, \ldots, e_n\}\) and a positive integer \(k\), we study the functions \(f : (k+1)^V \to \mathbb{R}\) defined on \(k\) disjoint subsets of \(V\), where \((k+1)^V = \{(X_1, \ldots, X_k) \mid X_i \subseteq V, \forall i \neq j : X_i \cap X_j = \emptyset\}\). Note that \((X_1, \ldots, X_k)\) can be naturally represented by a vector \(x \in \{0, 1, \ldots, k\}^n\), where the \(j\)-th value \(x_j = i\) means that \(e_j \in X_i\), and \(x_j = 0\) means that \(e_j\) does not appear in any subset. That is, \(X_i = \{e_j \mid x_j = i\}\). In this paper, we will not distinguish \(x \in \{0, 1, \ldots, k\}^n\) and its corresponding \(k\) disjoint subsets \((X_1, \ldots, X_k)\) for notational convenience.

For \(x = (X_1, \ldots, X_k)\) and \(y = (Y_1, \ldots, Y_k)\), we define \(x \sqsubseteq y\) if \(X_i \subseteq Y_i\) for any \(i\). The monotonicity and \(k\)-submodularity are then defined as follows. When \(k = 1\), it is easy to see that \(k\)-submodular is just submodular.

Definition 1 (Monotone). A function \(f : (k+1)^V \to \mathbb{R}\) is monotone if for any \(x \sqsubseteq y, f(x) \leq f(y)\).

Definition 2 (\(k\)-Submodular). [25] A function \(f : (k+1)^V \to \mathbb{R}\) is \(k\)-submodular if for any \(x, y\),

\[
f(x) + f(y) \geq f(x \cap y) + f(x \cup y),
\]

where \(x \cap y = (X_1 \cap Y_1, \ldots, X_k \cap Y_k)\), and \(x \cup y = \left(\bigcup_{i \neq 1} (X_i \cup Y_1), \ldots, (X_k \cup Y_k)\right) \cup \left(X_1 \cup Y_1\right)\).

Let \([k]\) denote the set \(\{1, 2, \ldots, k\}\). We then give some concepts in Definitions 3-6, that will be used in the paper. The support of a solution \(x = (X_1, \ldots, X_k)\) is the union of its \(k\) disjoint subsets, i.e., \(\text{supp}(x) = \bigcup_{i \in [k]} X_i\). For the vector representation \(x \in \{0, 1, \ldots, k\}^n\), \(X_i = \{e_j \mid x_j = i\}\), and thus \(\text{supp}(x)\) can also be represented as \(\{e_j \mid x_j > 0\}\).

The orthonal submodularity intuitively means that the marginal gain by adding a single element into a solution decreases as the \(k\) subsets contained by the solution extend. The pairwise monotonicity is weaker than the monotonicity, because if a function is monotone, it must be pairwise monotone. In [35], the \(k\)-submodularity is proved to be equivalent to both the orthonal submodularity and the pairwise monotonicity.

Definition 3 (Support). For a solution \(x = (X_1, \ldots, X_k)\), the support \(\text{supp}(x)\) is the union of its \(k\) disjoint subsets, i.e.,

\[
\text{supp}(x) = \bigcup_{i \in [k]} X_i.
\]

Definition 4 (Marginal Gain/Loss). For a function \(f : (k+1)^V \to \mathbb{R}\) and a solution \(x = (X_1, \ldots, X_k)\), the marginal gain \(\Delta^+_{e,i} f(x)\) with respect to \(e \notin \text{supp}(x)\) and \(i \in [k]\) is the increment on \(f\) by adding \(e\) into \(X_i\), i.e.,

\[
\Delta^+_{e,i} f(x) = f(X_1, \ldots, X_{i-1}, X_i \cup \{e\}, X_{i+1}, \ldots, X_k) - f(X_1, \ldots, X_k);
\]

and the marginal loss \(\Delta^-_{e,i} f(x)\) with respect to \(e \in X_i\) is decrement on \(f\) by deleting \(e\) from \(X_i\), i.e.,

\[
\Delta^-_{e,i} f(x) = f(X_1, \ldots, X_k) - f(X_1, \ldots, X_{i-1}, X_i \setminus \{e\}, X_{i+1}, \ldots, X_k).
\]

Definition 5 (Orhant Submodular). A function \(f : (k+1)^V \to \mathbb{R}\) is orhant submodular if for any \(x \sqsubseteq y, e \notin \text{supp}(y)\) and \(i \in [k]\),

\[
\Delta^+_{e,i} f(x) \geq \Delta^+_{e,i} f(y).
\]

Definition 6 (Pairwise Monotone). A function \(f : (k+1)^V \to \mathbb{R}\) is pairwise monotone if for any \(x, e \notin \text{supp}(x)\) and \(i, j \in [k]\) with \(i \neq j\),

\[
\Delta^+_{e,i} f(x) + \Delta^+_{e,j} f(x) \geq 0.
\]

Our studied problem as presented in Definition 7 is to maximize a monotone \(k\)-submodular function \(f\) with an upper limit on \(\text{supp}(x)\), where \(|\cdot|\) denotes the size of a set. Let \(0\) denote the all-zeros vector. Without loss of generality, we assume that \(f\) is normalized, i.e., \(f(0) = 0\). Ohsaka and Yoshida [25] have recently proved that the greedy algorithm can obtain the asymptotically tight \(1/2\)-approximation guarantee. As shown in Algorithm 1, the greedy algorithm iteratively selects a combination \((e, i)\) with the largest improvement on \(f\). Note that \(x(e)\) denotes the value of \(x\) on the element \(e\), i.e., \(e \in x(e)\). Ohsaka and Yoshida [25] also studied the problem under the individual size constraint, i.e., \(|X_i| \leq b_i\) for each \(i \in [k]\). In this paper, we focus on the total size constraint, i.e., \(|\text{supp}(x)| = \bigcup_{i \in [k]} |X_i| \leq b\).
Algorithm 1 Greedy Algorithm

Input: a monotone $k$-submodular function $f : \{0, \ldots, k\}^n \to \mathbb{R}^+$ and a budget $b \in [n]$.

Output: a solution $x$ with $|\text{supp}(x)| = b$.

Process:
1. Let $t = 0$ and $x = 0$.
2. repeat
3. \[ (e, i) = \arg \max_{e \in V \setminus \text{supp}(x), i \in [k]} \Delta^+_e i f(x). \]
4. Let $x(e) = i$, and $t = t + 1$.
5. until $t = b$
6. return $x$

Definition 7 (The General $k$-Submodular Problem). Given a monotone $k$-submodular function $f : \{0, 1, \ldots, k\}^n \to \mathbb{R}^+$ and a budget $b \in [n]$, the task is to find

\[ x^* = \arg \max_{x \in \{0, 1, \ldots, k\}^n} f(x) \text{ s.t. } |\text{supp}(x)| \leq b. \]  

B. Influence Maximization

Influence maximization is to identify a set of influential users in social networks. Let a directed graph $G = (V, E)$ represent a social network, where each node is a user and each edge $(u, v) \in E$ has a probability $p_{u,v}$ representing the strength of influence from user $u$ to $v$. Given a budget $b$, influence maximization is to find a subset of $S \subseteq V$ with $|S| = b$ such that the expected number of nodes activated by propagating from $S$ is maximized [14]. A fundamental propagation model is Independence Cascade (IC), as shown in Definition 8. Starting from a seed set $A_0 = S$, it uses a seed set $A_t$ to record the nodes activated at time $t$, and at time $t+1$, each inactive neighbor $v$ of $u \in A_t$ becomes active with probability $p_{u,v}$; this process is repeated until no nodes get activated at some time.

Definition 8 (Independence Cascade (IC)). Given a directed graph $G = (V, E)$ with edge probabilities $p_{u,v}$ for any $(u, v) \in E$ and a seed set $S \subseteq V$, the IC model propagates as follows:
1. let $A_0 = S$ and $t = 0$.
2. repeat until $A_t = \emptyset$
3. \[ \text{for each edge } (u, v) \text{ with } u \in A_t \text{ and } v \in V \setminus \bigcup_{i \leq t} A_i \]
4. \[ v \text{ is added into } A_{t+1} \text{ with probability } p_{u,v}. \]
5. let $t = t + 1$.

As the user-to-user influence usually depends on some topic, Barbieri et al. [1] introduced the topic-aware model, where each edge $(u, v)$ has a probability vector $(p_{u,v}^1, \ldots, p_{u,v}^k)$ representing the influence strength from $u$ to $v$ on each topic. Let \[ x \in \{0, 1, \ldots, k\}^n \] represent an assignment of topics to users, where $x_i = j$ means that user $i$ is with topic $j$. Thus, $X_i$ contains all the nodes with topic $i$. The $k$-topic IC model propagates from $X_i$ using probabilities $p_{u,v}^j$ independently for each topic. The set of nodes activated by propagating from $X_i$ is denoted as $A(X_i)$, which is a random variable. Then, influence maximization with $k$ kinds of topics as shown in Definition 9 is to maximize the expected total number of nodes that get activated in at least one propagation process. It has been proved to be monotone and $k$-submodular [25]. Note that $\mathbb{E}[-]$ denotes the expectation of a random variable.

Definition 9 (Influence Maximization). Given a directed graph $G = (V, E)$ with $|V| = n$, edge probabilities $p_{u,v}^i ((u, v) \in E, i \in [k])$ and a budget $b$, the task is to find

\[ x^* = \arg \max_{x \in \{0, 1, \ldots, k\}^n} \mathbb{E} \left[ \bigcup_{i \in [k]} A(X_i) \right] \text{ s.t. } |\text{supp}(x)| \leq b. \]

C. Information Coverage Maximization

Considering that an inactive node may be informed of information by any of its active neighbor nodes, Wang et al. [34] proposed a new problem, i.e., information coverage maximization, which is to maximize the expected number of both active nodes and informed nodes. An inactive node is informed if there exists at least one active neighbor node. For each $v \in A(X_i)$, let $N(v)$ denote the set of inactive neighbor nodes of $v$. Then, the set of active nodes and informed nodes by propagating from $X_i$ can be represented as

\[ AI(X_i) = A(X_i) \cup \bigcup_{v \in AI(X_i)} N(v). \]

Information coverage maximization with $k$ kinds of topics as shown in Definition 10 is to maximize the expected total number of nodes that get activated or informed in at least one propagation process. Because $\mathbb{E}[-AI(X_i)]$ is monotone and $k$-submodular [34], it is easy to show that $\mathbb{E}[-\bigcup_{i \in [k]} AI(X_i)]$ is monotone and $k$-submodular, the proof of which is as same as that for influence maximization in [25].

Definition 10 (Information Coverage Maximization). Given a directed graph $G = (V, E)$ with $|V| = n$, edge probabilities $p_{u,v}^i ((u, v) \in E, i \in [k])$ and a budget $b$, the task is to find

\[ x^* = \arg \max_{x \in \{0, 1, \ldots, k\}^n} \mathbb{E} \left[ \bigcup_{i \in [k]} AI(X_i) \right] \text{ s.t. } |\text{supp}(x)| \leq b. \]

D. Sensor Placement

Given a limited number of sensors, the sensor placement problem is to decide where to place them such that the uncertainty is mostly reduced. Assume that there are $k$ kinds of sensors, and let $x \in \{0, 1, \ldots, k\}^n$ represent a placement of sensors on $n$ locations, where $x_j = i$ means that location $j$ is installed with the $i$-th kind of sensor. We use $O_j^i$ to denote a random variable representing the observations collected from location $j$ with sensor $i$. Note that the conditional entropy (i.e., remaining uncertainty) of a total set $U$ of random variables having observed a subset $S \subseteq H(U | S) = H(U) - H(S)$, where $H(\cdot)$ denotes the entropy. Thus, minimizing the uncertainty of $U$ is equivalent to maximizing the entropy of $S$. Let $U = \{O_j^i \mid j \in [n], i \in [k]\}$. Then, sensor placement is to maximize the entropy of $\{O_j^i \mid x_j > 0\}$ using at most $b$ number of sensors, as shown in Definition 11. It has been proved to be monotone and $k$-submodular [25]. Note that for the special case $k = 1$ (i.e., submodular), Sharma et al. [30] have shown that the greedy algorithm can achieve the nearly optimal solution by proving that the submodular objective function of sensor placement is close to modular.
**Definition 11 (Sensor Placement).** Given $n$ locations, $k$ kinds of sensors and a budget $b$, the task is to find

$$x^* = \arg \max_{x \in \{0,1,\ldots,k\}^n} H\{(O_j^x \mid x_j > 0\} \text{ s.t. } |\text{supp}(x)| \leq b.$$ 

**III. THE MOMS METHOD**

In this section, we propose a Multi-Objective evolutionary optimization method for the problem of maximizing Monotone $k$-Submodular functions under a size constraint, briefly called MOMS. The MOMS method first reformulates the original problem Eq. (2) as a bi-objective minimization problem

$$\arg \min_{x \in \{0,1,\ldots,k\}^n} (f_1(x), f_2(x)),$$

where

$$f_1(x) = \begin{cases} +\infty, & |\text{supp}(x)| \geq 2b, \\ -f(x), & \text{otherwise} \end{cases}, \quad f_2(x) = |\text{supp}(x)|.$$ 

That is, MOMS maximizes the original objective $f$ and minimizes the size of $\text{supp}(x)$ simultaneously.

In the bi-objective setting, both the two objective values have to be considered for comparing two solutions $x$ and $x'$. $x$ weakly dominates $x'$ (i.e., $x$ is better than $x'$, denoted as $x \preceq x'$) if $f_1(x) \leq f_1(x') \land f_2(x) \leq f_2(x')$ (i.e., $x$ has a smaller or equal value on both the objectives); $x$ dominates $x'$ (i.e., $x$ is strictly better, denoted as $x \prec x'$) if $x \preceq x'$ and either $f_1(x) < f_1(x')$ or $f_2(x) < f_2(x')$ (i.e., $x$ has a smaller value on one objective, and meanwhile has a smaller or equal value on the other objective). The domination relationship can be summarized as follows:

1. $x \preceq x'$ if $f_1(x) \leq f_1(x') \land f_2(x) \leq f_2(x')$,
2. $x \prec x'$ if $x \preceq x'$ and either $f_1(x) < f_1(x')$ or $f_2(x) < f_2(x')$.

But if neither $x$ is better than $x'$ nor $x'$ is better than $x$, they are incomparable.

After the transformation, a simple multi-objective evolutionary algorithm (MOEA) with mutation only [16] is employed to solve the reformulated bi-objective minimization problem. It has been shown to be among the best-so-far algorithms for optimizing some P problems [23, 24] as well as approximating some NP-hard problems [8, 36]. As described in Algorithm 2, it starts from the all-zeros solution (line 1) and then iteratively tries to improve the solutions in the population $P$ (lines 3-16). In each iteration, a new solution $y$ is generated by mutating an archived solution $x$ selected from the current $P$ (lines 4-5); if $y$ is not dominated by any previously archived solution (line 6), it will be added into $P$, and meanwhile those previously archived solutions weakly dominated by $y$ will be removed from $P$ (line 7). Note that in order to utilize the local information well to improve the efficiency, a randomized local search (RLS) procedure is incorporated to improve the newly included solution $y$ (line 8). RLS as shown in Algorithm 3 adopts the random sampling technique [20], and performs a sequence of greedy local moves. In each step, it first selects a random subset $R$ of elements and then adds one element from $R$ with the largest gain or deletes one element from $R$ with the smallest loss. The addition or deletion depends on the relationship between $|\text{supp}(y)|$ and $b$. The generated solutions by RLS are then used to update $P$ (lines 9-13). Note that the choice of the sample size $|R|$ in each iteration of RLS will be made clear in theoretical analysis.

**Definition 12 (Mutation).** Given a solution $x \in \{0,\ldots,k\}^n$, the mutation operator generates a new solution $y$ by independently flipping each position of $x$ with probability $\frac{1}{n}$, where the flipping on one position changes the current value to a different value selected uniformly at random. That is, for all $j \in [n]$,

$$y_j = \begin{cases} x_j, & \text{with probability } 1 - 1/n, \\ i, & \text{otherwise} \end{cases}$$

where $i$ is uniformly randomly chosen from $\{0,\ldots,k\} \setminus \{x_j\}$.

MOMS repeats for $T$ iterations. The value of $T$ is a parameter, which could affect the quality of the produced solution. Their relationship will be analyzed in the next section, and we will use the theoretically derived $T$ value in the experiments.

After running $T$ iterations, the best solution (i.e., having the smallest $f_1$ value) satisfying the size constraint in $P$ is selected as the final solution (line 17). Note that the smallest $f_1$ value corresponds to the largest value on the original objective $f$.

In the bi-objective transformation, the goal of setting $f_1$ to $+\infty$ is to exclude overly infeasible solutions, that is, the size of the support is at least $2b$. These infeasible solutions having $f_1 = +\infty \land f_2 \geq 2b$ are dominated by any feasible solution (e.g., the empty solution having $f_1 = 0$ and $f_2 = 0$), and therefore never introduced into the population $P$.

To the best of our knowledge, MOEAs have not been specially designed for the constrained $k$-submodular maximization problem before. Furthermore, previous applications of MOEAs often lack theoretical justification. We thus first
Algorithm 3 Randomized Local Search (RLS)

Input: a monotone k-submodular function \( f : \{0, \ldots, k\}^n \rightarrow \mathbb{R}^+ \), a budget \( b \in [n] \) and a solution \( x \in \{0, \ldots, k\}^n \)

Output: a set \( Q \) of solutions

Process:
1. Let \( Q = \emptyset \), and \( j = |\text{supp}(x)| \).
2. if \( j < b \) then
3. repeat
4. \( R \leftarrow \frac{n-|\text{supp}(x)|}{b-|\text{supp}(x)|} \ln(2(b-j)) \) elements uniformly sampled from \( V \setminus \text{supp}(x) \) with replacement.
5. \((e, i) = \arg \max_{e \in R, i \in [k]} \Delta^{+}_{e, i} f(x)\).
6. Let \( x(e) = i \), and \( Q = Q \cup \{x\} \).
7. until \( |\text{supp}(x)| = b \).
8. else if \( j > b \) then
9. repeat
10. \( R \leftarrow \frac{b+1-|\text{supp}(x)|}{b} \) elements uniformly sampled from \( \text{supp}(x) \) with replacement.
11. \( e = \arg \min_{e \in R} \Delta^{-}_{e, x(e)} f(x) \).
12. Let \( x(e) = 0 \), and \( Q = Q \cup \{x\} \).
13. until \( |\text{supp}(x)| = b \).
14. end if
15. return \( Q \)

Thus, the condition of line 6 is satisfied, and \( x \) will go into the randomized local search procedure in line 8.

We then claim that with probability at least \( \frac{1}{2} \), RLS on \( x \) can generate a solution with the \( \frac{1}{2} \)-approximation guarantee. Since \( |\text{supp}(x)| < b \), Algorithm 3 will perform lines 3-7, which iteratively adds one element into \( x \) until \( |\text{supp}(x)| = b \). In the first iteration, the sampled \( R \) in line 4 is denoted as \( R^{(1)} \), the selected element from \( R \) and its value in line 5 are denoted as \( e^{(1)} \) and \( f^{(1)} \), respectively, and the generated solution in line 6 is denoted as \( x^{(1)} \). We define \( z^{(1/2)} \) as a vector obtained from \( z \) by assigning 0 to one element \( e' \) in \( S^{(1)} = \text{supp}(x) \setminus \text{supp}(z) \). Note that \( x \subseteq z \), thus \( \text{supp}(x) \subseteq \text{supp}(z) \). Assume that \( R^{(1)} \cap S^{(1)} = \emptyset \), if \( e^{(1)} \in R^{(1)} \cap S^{(1)} \), \( e' = e^{(1)} \); otherwise, \( e' \) is an arbitrary element in \( R^{(1)} \cap S^{(1)} \). Because \( (e^{(1)}, f^{(1)}) \) is the combination which increases \( f \) the most (see line 5), we have

\[
\Delta^{+}_{e', z(e')} f(x) \geq \Delta^{+}_{e, z(e')} f(z^{(1/2)}) = f(z) - f(z^{(1/2)}).
\]

Combining the above two inequalities, we get

\[
f(x^{(1)}) - f(x) \geq f(z) - f(z^{(1/2)}).
\]

We define \( z^{(1/2)} \) as a vector obtained from \( z^{(1/2)} \) by letting \( z^{(1/2)}(e^{(1)}) = i^{(1)} \). Note that \( |\text{supp}(z^{(1/2)})| = b \). Due to the monotonicity of \( f \), \( f(z^{(1/2)}) \geq f(z^{(1/2)}) \). Thus, we get

\[
f(x^{(1)}) - f(x) \geq f(z) - f(z^{(1)}).
\]

Using the same analysis procedure, we easily get \( f(x^{(i)}) - f(x^{(i-1)}) \geq f(z^{(i-1)}) - f(z^{(i)}) \) for the \( i \)-th iteration. Note that lines 4-6 will repeat \( L = b - |\text{supp}(x)| \) iterations, and \( z^{(L)} = x^{(L)} \). Let \( x^{(0)} = x \) and \( z^{(0)} = z \). Then, we have

\[
f(x^{(L)}) - f(x) \geq \sum_{i=1}^{L} (f(x^{(i)}) - f(x^{(i-1)})) \geq \sum_{i=1}^{L} (f(z^{(i-1)}) - f(z^{(i)})) = f(z) - f(z^{(L)}).
\]

By combining \( z^{(L)} = x^{(L)} \) with the above inequality, we get

\[
f(x^{(L)}) \geq (f(x) + f(z))/2 \geq OPT/2,
\]

where the second inequality is by Eq. (3).

The above analysis relies on the assumption that

\[
\forall 1 \leq i \leq L : R^{(i)} \cap S^{(i)} = \emptyset.
\]

In the following, we show that our choice of the sample size \( |R^{(i)}| \) makes this assumption hold with probability at least \( \frac{1}{2} \). Note that \( |S^{(0)}| = |\text{supp}(x^{(0)}) \setminus \text{supp}(x^{(i)})| = b - |\text{supp}(x^{(i)})| \), because \( |\text{supp}(z^{(i-1)})| = b \) and \( \text{supp}(x^{(i-1)}) \subseteq \text{supp}(z^{(i-1)}) \). From the procedure of generating \( R^{(i)} \) in line 4 of Algorithm 3, we can derive that

\[
\Pr(R^{(i)} \cap S^{(i)} = \emptyset) = \left( 1 - \frac{b - |\text{supp}(x^{(i-1)})|}{n - |\text{supp}(x^{(i-1)})|} \right)^{\frac{n - |\text{supp}(x^{(i-1)})|}{b - |\text{supp}(x^{(i-1)})|}} \ln(2L) \leq \frac{1}{2L}.
\]
where the inequality is by $(1 - 1/m)^m \leq 1/e$. The assumption then holds with probability at least $1 - L \cdot \frac{1}{2L} = \frac{1}{2}$ by the union bound. Thus, our claim holds.

Once such a solution $x^{(L)}$ is generated by RLS, it will be used to update the population $P$ (lines 9-13 of Algorithm 2); this makes $P$ always contain a solution $y \leq x^{(L)}$, i.e.,

$$f(y) \geq f(x^{(L)}) \geq OPT/2;$$

$$|\text{supp}(y)| \leq |\text{supp}(x^{(L)})| = b.$$

Thus, in order to find a solution with the $\frac{1}{2}$-approximation guarantee, the required number of times to regenerate $x$ in line 5 of Algorithm 2 is at most 2 in expectation. Let $P_{\text{max}}$ denote the largest size of the population $P$ during the run of MOMS. The probability of selecting $x$ in line 4 is at least $\frac{1}{P_{\text{max}}}$ due to uniform selection. From Definition 12, we know that the probability of flipping no position of $x$ in line 5 is $(1 - \frac{1}{n})^n \geq \frac{1}{e}$. Thus, the probability of regenerating $x$ in each iteration is at least $\frac{1}{2eP_{\text{max}}}$, and then the expected number of iterations is at most $2eP_{\text{max}}$. Note that the solutions in $P$ are incomparable, thus each value of one objective can correspond to at most one solution in $P$. Because any solution with $|\text{supp}(i)| \geq 2b$ is excluded from $P$ (since $f_i = +\infty$), the second objective $f_2 = |\text{supp}(i)|$ can only belong to $\{0, 1, \ldots, 2b - 1\}$. Thus, $P_{\text{max}} \leq 2b$, which implies that the expected number of iterations until achieving the $\frac{1}{2}$-approximation guarantee is at most $2 \cdot (2e \cdot 2b) = 8eb$.

Finally, we only need to verify our assumption. The initial solution $0$ satisfies Eq. (3) by letting $z$ be an optimal solution. Furthermore, it will always be in $P$, because it has the smallest $f_2$ value 0 and no other solution can weakly dominate it. Thus, our assumption holds and then the theorem holds. 

V. THEORETICAL ANALYSIS: SPECIAL CASES

We have proved that MOMS can generally achieve the $\frac{1}{2}$-approximation bound. Previous studies have shown that the greedy algorithm can also achieve this asymptotically tight bound [25]. We then further compare MOMS with the greedy algorithm on the applications of influence maximization, information coverage maximization and sensor placement. For each application, we give an instance where MOMS can perform better than the greedy algorithm.

A. Influence Maximization

For influence maximization, we analyze Example 1 where each user has an equal influence probability on each topic. We prove in Theorem 2 that MOMS can find a global optimal solution while the greedy algorithm cannot. The proof idea is that the greedy algorithm easily gets trapped in a local optimal solution, while MOMS can efficiently find an infeasible solution with size $b + 1$, from which backward randomized local search (i.e., lines 9-13 of Algorithm 3) can produce a global optimal solution. Let $s_i$ be a random variable such that $s_i = 1$ if the node $v_i$ is activated in the propagation process and $s_i = 0$ otherwise. In the proof, the objective function in Definition 9 is equivalently computed by $E[\sum_{i=1}^n s_i] = \sum_{i=1}^n E[s_i]$, where the equality is by the linearity of expectation.

Example 1. The parameters of influence maximization in Definition 9 are set as: the graph $G = (V, E)$ is shown in Figure 1 where each edge has a probability vector $(\frac{1}{k}, \ldots, \frac{1}{k})$, and the budget $b = 2$.

Theorem 2. For Example 1, the expected number $T$ of iterations until MOMS first finds a global optimal solution is $O(bn)$, while the greedy algorithm cannot find a global optimal solution.

Proof. We first analyze $f(x)$ with $|\text{supp}(x)| \leq b = 2$. Note that $x_i$ is the value on the node $v_i$. For $|\text{supp}(x)| = 1$, it is easy to see that the solution $(0, i, 0, \ldots, 0)$ with $i \in [k]$ has the largest value $1 + \frac{2}{k} + \frac{4}{k^2}$, which is calculated by $E[s_1] = 1, E[s_4] = E[s_5] = \frac{1}{k}, E[s_8] = E[s_9] = \frac{1}{k^2}$ and $E[s_1] = E[s_3] = E[s_6] = E[s_7] = 0$. For $x$ with $x_2 > 0$ and $|\text{supp}(x)| = 2$, we can derive that, for any $i, j \in [k]$,

$$f((i, j, 0, \ldots, 0)) = f((0, i, j, 0, \ldots, 0)) = \begin{cases} 2 + \frac{4}{k} + \frac{2}{k^2} & \text{if } i = j \\ 2 + \frac{4}{k} + \frac{2}{k^2} & \text{if } i \neq j \end{cases}.$$

$$f((0, i, 0, j, 0, \ldots, 0)) = f((0, i, 0, 0, j, 0, \ldots, 0)) = \begin{cases} 2 + \frac{4}{k} + \frac{2}{k^2} & \text{if } i = j \\ 2 + \frac{2}{k} + \frac{1}{k^2} & \text{if } i \neq j \end{cases}.$$

otherwise, $f(x) \leq 2 + 2/k + 2/k^2$.

It is also easy to verify that $x_{\text{global}} = (i, 0, j, 0, \ldots, 0)$ is a global optimal solution with the objective value $2 + \frac{4}{k} + \frac{2}{k^2}$.

According to the above calculation results, the greedy algorithm will first find $(0, i, 0, \ldots, 0)$, and then go to the solution $x_{\text{local}} = (j, i, 0, \ldots, 0)$ or $(0, i, j, 0, \ldots, 0)$, where $i \neq j$. Thus, it cannot find a global optimal solution.

For MOMS, we first show that it can efficiently find $x_{\text{local}}$. The required number of iterations is denoted by $T_1$. Note that the initial solution 0 will always be in $P$. By selecting 0 in line 4 of Algorithm 2 and flipping no position, which happens with probability at least $\frac{1}{2} \cdot (1 - \frac{1}{n})^n \geq \frac{1}{e}$, 0 is regenerated in line 5. Because 0 cannot be dominated by any solution, it will go into the RLS procedure, which produces $x_{\text{local}}$ with probability $\Omega(1)$, since the random sample $R$ in line 4 of RLS can cover any specific element with probability $\Omega(1)$. We pessimistically assume that $x_{\text{global}}$ is not found, since we are to derive the upper bound on the number of iterations for finding $x_{\text{global}}$. Then, $x_{\text{local}}$ will be included into $P$ and
always exist in $P$, because it has the second largest $f$ value among the solutions with $|\text{supp}(x)| = 2$. Thus, $\mathbb{E}[T_1] = O(b)$.

After that, by selecting $x_{local}$ in line 4 and flipping the only 0 value in its first three positions to a value $i \neq j$ in line 5, which happens with probability at least \( \frac{b-1}{\mathbb{E}[s_i]} \cdot \frac{1}{k} = \frac{b-1}{k} \), a solution $x^* = (j, i, l, 0, \ldots)$ or $(i, j, l, 0, \ldots)$ is generated. Such a solution has the largest $f$ value among the solutions with $|\text{supp}(x)| = 3$, and thus no solution can dominate it and $x^*$ will go into the RLS procedure. Since $|\text{supp}(x^*)| = b+1$, lines 10-12 of Algorithm 3 will be performed once. If the random sample $R$ in line 10 covers $v_2$, which happens with probability $1 - (1 - \frac{1}{k})^{b+1} \geq 1 - \frac{1}{k}$, $x^*_2$ will be set to 0, which leads to the smallest loss. Thus, $x^*_{global}$ has been found. Denote the number of iterations in this phase as $T_2$. We then have $\mathbb{E}[T_2] \leq 2ebn \frac{k}{k-2} \cdot \frac{1}{b-1} = O(bn)$.

By combining the above two phases, we get that the expected number of iterations for MOMS finding $x^*_{global}$ is at most $\mathbb{E}[T_1] + \mathbb{E}[T_2] = O(bn)$.

B. Information Coverage Maximization

For information coverage maximization, we consider Example 2, which also uses the social network graph in Figure 1. The objective function in Definition 10 can be computed by $\sum_{i=1}^{n} \mathbb{E}[s_i]$, where $s_i = 1$ if the node $v_i$ is activated or informed in the propagation process and $s_i = 0$ otherwise. We prove in Theorem 3 that MOMS performs better than the greedy algorithm.

Example 2. The parameters of information coverage maximization in Definition 10 are set as: the graph $G = (V, E)$ is shown in Figure 1 where each edge has a probability vector $(\frac{1}{k}, \frac{1}{k})$, and the budget $b = 2$.

Theorem 3. For Example 2, the expected number $T$ of iterations until MOMS finds a global optimal solution is $O(bn)$, while the greedy algorithm cannot find a global optimal solution.

Proof. We first analyze $f(x)$. When $|\text{supp}(x)| = 1$, the solution $(0, i, 0, \ldots)$ with $i \in [k]$ has the largest $f$ value $\frac{3}{2} + \frac{1}{k}$, which is calculated by $\mathbb{E}[s_0] = \mathbb{E}[s_1] = \mathbb{E}[s_2] = 1$, $\mathbb{E}[s_3] = \mathbb{E}[s_4] = 0$ and $\mathbb{E}[s_5] = \mathbb{E}[s_6] = \mathbb{E}[s_7] = 0$. When $x_{2} > 0$ and $|\text{supp}(x)| = 2$, we have, for any $i, j \in [k]$,

$\begin{align*}
    f((i, j, 0, \ldots)) &= f((0, i, j, 0, \ldots)) = 5 + 3 - 1 = \frac{3}{k}, \\
    f((0, i, 0, j, \ldots)) &= f((0, i, 0, 0, j, \ldots)) = 4 + \frac{4}{k},
\end{align*}$

otherwise, $f(x) \leq 4 + 2/k$.

In the case of $b = 2$, it is easy to verify that $(i, 0, j, 0, \ldots)$ is a global optimal solution with the objective value $6 + \frac{1}{k}$. When $|\text{supp}(x)| = 3$, the solution $(i, j, l, 0, \ldots)$ has the largest $f$ value $7 + \frac{2}{k} - \frac{1}{k}$.

Thus, the structure of the $f$ function here is similar to that for influence maximization. We then can use the same proof as Theorem 2 to prove that MOMS can find a global optimal solution in $O(bn)$ expected number of iterations, while the greedy algorithm will get trapped in a local optimal solution.

C. Sensor Placement

For sensor placement, we analyze Example 3 where only 4 locations with a specific kind of sensor can have different observations. Note that $O_j$ denotes the observations from location $j$ by installing the i-th kind of sensor, as introduced in Section II-D. Theorem 4 shows that MOMS is better than the greedy algorithm. The proof idea is similar to that of Theorem 2. The objective function (i.e., entropy) in Definition 11 is calculated using the observed frequency.

Example 3. The parameters of sensor placement in Definition 11 are set as: the budget $b = 3$, and the observations collected from $n$ locations by installing $k$ kinds of sensors are

$O_1 = \{1, 1, 1, 2, 1, 2, 3, 3\}, O_2 = \{1, 1, 1, 2, 2, 2, 2\},
O_3 = \{1, 1, 2, 2, 1, 1, 2, 2\}, O_4 = \{1, 2, 1, 2, 1, 2, 1, 2\},$
and for any other $i \in [k], j \in [n], O_j = \{1, 1, 1, 1, 1, 1, 1, 1\}$.

Theorem 4. For Example 3, the expected number $T$ of iterations until MOMS first finds a global optimal solution is $O(kbn)$, while the greedy algorithm cannot find a global optimal solution.

Proof. By analyzing $f(x)$ with $|\text{supp}(x)| \leq 3$, we can easily follow the solution path of the greedy algorithm. When $|\text{supp}(x)| = 1$, $f((0, 1, 0, \ldots)) = 1.5$, $f((0, 2, 0, \ldots)) = f((0, 0, 3, 0, \ldots)) = f((0, 0, 0, 4, 0, \ldots)) = 1$, and $f(x) = 0$ otherwise. Thus, the greedy algorithm first finds $(1, 0, \ldots)$. When $|\text{supp}(x)| = 2$ and $x_3 = 1$, we have $f((1, 2, 0, \ldots)) = f((1, 0, 3, 0, \ldots)) = f((1, 0, 4, 0, \ldots)) = 2.16$, and $f(x) = 1.5$ otherwise. Thus, the next solution can be any of these three solutions. Since $f((1, 2, 3, 0, \ldots)) = 2.5$ and $f((1, 2, 0, 4, 0, \ldots)) = f((1, 0, 3, 4, 0, \ldots)) = 2.75$, the greedy algorithm will output the solution $x_{local} = (1, 2, 0, 4, 0, \ldots)$ or $(1, 0, 3, 4, 0, \ldots)$. It is also easy to verify that the global optimal solution $x_{global} = (0, 2, 3, 4, 0, \ldots)$ with $f(x_{global}) = 3$. Thus, the greedy algorithm cannot find $x_{global}$.

For MOMS, we can first use the same proof as Theorem 2 to derive that $x_{local}$ will be found in the expected number of iterations $\mathbb{E}[T_1] = O(b)$. Then, by selecting $x_{local}$ in line 4 and using mutation in line 5, the solution $x^* = (1, 2, 3, 4, 0, \ldots)$ will be generated with probability at least $\frac{b-1}{s_4} \cdot \frac{1}{k} \geq \frac{1}{k}$. Because $f(x^*)$ reaches the largest $f$ value and we pessimistically assume that $x_{global}$ has not been found, no solution in $P$ can dominate $x^*$ and it will go into the randomized local search procedure, which quickly finds $x_{global}$ by letting $x^*_1 = 0$ with probability at least $1 - \frac{1}{k}$. Thus, $\mathbb{E}[T_2] \leq 2ekbn \cdot \frac{1}{k^2}$. By combining these two phases, we get that the expected number of iterations for MOMS finding $x_{global}$ is at most $\mathbb{E}[T_1] + \mathbb{E}[T_2] = O(kbn)$.

VI. EMPIRICAL STUDY

In the above theoretical analysis, we have proved that MOMS can generally achieve the asymptotically tight approximation bound (which was also achieved by the greedy algorithm), and can perform better than the greedy algorithm on some artificial instances. Here, we also conducted experiments on influence maximization, information coverage...
maximization and sensor placement to investigate the actual performance of MOMS on real-world data sets.

Since the greedy algorithm is the previous best algorithm both theoretically and empirically [25], we compare MOMS with it. Note that although there has existed various MOEAs, they have not been specially designed for these applications before. We thus do not compare MOMS with them. The number $T$ of iterations of MOMS is set to $|8b|$ as suggested by Theorem 1. We test the budget $b$ from 5 to 10. As MOMS is a randomized algorithm, we repeat the run 10 times independently and report the average $f$ values.

A. Influence Maximization

We first test the special case of $k = 1$, i.e., each edge on the network has one propagation probability instead of one probability vector. We use 12 real-world data sets$^1$, the details of which are shown in Table I. The data set $p2p$-Gnutella04 is collected from the Gnutella peer-to-peer file sharing network from August 4 2002, and other $p2p$-Gnutella data sets are collected similarly. The data sets $ca$-HepPh and $ca$-HepTh are collected from the e-print arXiv, which cover collaborations between authors who submitted papers to High Energy Physics - Phenomenology category and Theory category in the period from January 1993 to April 2003, respectively. The $ego$-Facebook data set is collected from survey participants using Facebook.app. The last data set weibo is crawled from Weibo.com, which is a Chinese microblogging site like Twitter. On each network, the propagation probability of one edge from node $i$ to $j$ is estimated by $\frac{\text{weight}(i,j)}{\text{indegree}(j)}$, as widely used in [3], [10].

For the general case $k \geq 2$, i.e., each edge on the network has one propagation probability vector of length $k$, we use a real-world data set$^2$ collected from the social news website Digg over one month in 2009. It contains two tables, the friendship links between users and the user votes on news stories [11]. After preprocessing, we get a directed graph with 3523 nodes and 90244 edges. We set the number of topics $k = 2, 3, \ldots, 9$, respectively, and use the method in [1] to estimate the edge probabilities on each topic from the user votes.

Note that for estimating the objective function of influence maximization in Definition 9, i.e., the expected number of nodes that get activated or informed, we use the same process as that used in the experiment of influence maximization.

B. Information Coverage Maximization

To compare MOMS with the greedy algorithm on the task of information coverage maximization, we also use the 12 real-world data sets in Table I and the Digg data set. For estimating the objective function of information coverage maximization in Definition 10, i.e., the expected number of nodes that get activated or informed, we use the same process as that used in the experiment of influence maximization.

---

$^1$http://snap.stanford.edu/data/index.html

$^2$http://www.isi.edu/~lerman/downloads/digg2009.html

---

<table>
<thead>
<tr>
<th>Data set</th>
<th>Type</th>
<th>#Nodes</th>
<th>#Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>p2p-Gnutella04</td>
<td>Directed</td>
<td>10,879</td>
<td>39,994</td>
</tr>
<tr>
<td>p2p-Gnutella05</td>
<td>Directed</td>
<td>8,846</td>
<td>31,839</td>
</tr>
<tr>
<td>p2p-Gnutella06</td>
<td>Directed</td>
<td>8,717</td>
<td>31,525</td>
</tr>
<tr>
<td>p2p-Gnutella08</td>
<td>Directed</td>
<td>6,301</td>
<td>20,777</td>
</tr>
<tr>
<td>p2p-Gnutella09</td>
<td>Directed</td>
<td>8,114</td>
<td>88,234</td>
</tr>
<tr>
<td>p2p-Gnutella24</td>
<td>Directed</td>
<td>26,518</td>
<td>65,369</td>
</tr>
<tr>
<td>p2p-Gnutella25</td>
<td>Directed</td>
<td>22,687</td>
<td>54,705</td>
</tr>
<tr>
<td>p2p-Gnutella30</td>
<td>Directed</td>
<td>36,682</td>
<td>88,328</td>
</tr>
<tr>
<td>ca-HepPh</td>
<td>Undirected</td>
<td>12,008</td>
<td>118,521</td>
</tr>
<tr>
<td>ca-HepTh</td>
<td>Undirected</td>
<td>12,008</td>
<td>118,521</td>
</tr>
<tr>
<td>ego-Facebook</td>
<td>Undirected</td>
<td>4,039</td>
<td>88,234</td>
</tr>
<tr>
<td>weibo</td>
<td>Directed</td>
<td>10,000</td>
<td>162,371</td>
</tr>
</tbody>
</table>
The objective function value has reached the largest possible value, i.e., the total number 4039 of nodes of this network. The improvement finds an optimal solution at $b = 10$, since the objective function value has reached the largest possible value, i.e., the total number 4039 of nodes of this network. The improvement
Figure 6. Information coverage maximization with $k = 1$ on the 12 data sets in Table I. The objective $f$: the average number of active nodes and informed nodes (the larger the better).

Figure 7. Information coverage maximization with $k \geq 2$ on the data set Digg. The objective $f$: the average number of active nodes and informed nodes (the larger the better).

We can see that the improvement ratio can exceed 25% for $k = 1$ at best. For $k \geq 2$, the improvement ratio is relatively low, i.e., between 1% and 2%.
The objective function evaluations. If the running time is further increased, the solution quality found by MOMS can be quite close to the optimum. For example, the ratio of the $f$ value between MOMS using $50bn$ number of objective function evaluations and OPT for $k = 1, 2, 3, 4$ is 97.8%, 100%, 99.0% and 99.7%, respectively. The results on influence maximization and information coverage maximization are similar, which are provided in the supplementary material due to space limitation.

E. Discussion

The above experimental results have shown that MOMS is consistently better than the greedy algorithm. However, we also note that the improvement ratio can be quite different, which depends on concrete $k$-submodular applications and data sets. For example, the improvement ratio at $b = 10$ for influence maximization can exceed 33%, while that for sensor placement is at most 2%. The relatively small performance improvement of MOMS in some situations may be because the greedy algorithm has already performed very well. For example, for the sensor placement task with $k = 1$ where the improvement ratio of MOMS is empirically low, Sharma et al. [30] proved that the greedy algorithm can achieve the nearly optimal solution, which is also validated by experiments here. We can see from Figure 8(a) that the curve of the greedy algorithm is close to that of OPT. Note that OPT is calculated using the observed frequency.

The results are plotted in Figure 8. We can see that MOMS is better than the greedy algorithm for any $k$ and $b$. We also calculate the improvement ratios of MOMS from the greedy algorithm at $b = 10$, which are 2%, 1%, 1.2% and 0.5% for $k = 1, 2, 3, 4$, respectively.

D. Running Time

Considering the running time (in the number of objective function evaluations), the greedy algorithm needs $O(kbn)$ time, while MOMS needs $8eb$ iterations $\times O(kbn\ln^2 b)$ time per iteration (i.e., the worst case of RLS). Note that we do not consider the lazy evaluation technique [19] for the fairness of comparison. Thus, MOMS is slower by a factor of $8e\ln^2 b$. Since this is a theoretical upper bound for MOMS being good, we record the actual time until MOMS achieves a better performance than the greedy algorithm. Table II shows the results at $b = 10$ for influence maximization and information coverage maximization. We can see that MOMS takes only at most 5% (i.e., $5.2/(8e\ln^2 10)$) of the theoretical time to achieve a better performance. For sensor placement, the running time of the greedy algorithm at $b = 10$ for $k = 1, 2, 3, 4$ is 505, 1010, 1515 and 2020, respectively; and the running time of MOMS until finding a solution better than that found by the greedy algorithm is 499, 3625, 3718 and 15401, respectively. Thus, the ratios between the running time of MOMS and the greedy algorithm are 1.0, 3.6, 2.5 and 7.6, respectively. Comparing with the theoretical ratio $8e\ln^2 b$, MOMS takes only at most 7% (i.e., $7.6/(8e\ln^2 10)$) of the theoretical time to be better than the greedy algorithm. These observations are expected, because the theoretical upper bound is the worst case running time, which is derived based on some pessimistic assumptions.

By selecting the greedy algorithm as the baseline, we also plot the curve of the $f$ value over the running time for MOMS to investigate how the solution quality changes with the number of objective function evaluations. The value of $b$ is set to 5. We compute the optimal solution by exhaustive enumeration, denoted as OPT. Note that OPT is calculated only for sensor placement (where $n = 55$) due to the computation time limit. The results on sensor placement are shown in Figure 9. Note that one unit on the $x$-axis corresponds to $kbn$ number of objective function evaluations, i.e., the running time of the greedy algorithm. We can observe that MOMS takes more time to perform as well as the greedy algorithm in most cases, but can find better solutions by performing even more objective function evaluations. If the running time is further increased, the solution quality found by MOMS can be quite close to the optimum. For example, the ratio of the $f$ value between MOMS using $50bn$ number of objective function evaluations and OPT for $k = 1, 2, 3, 4$ is 97.8%, 100%, 99.0% and 99.7%, respectively. The results on influence maximization and information coverage maximization are similar, which are provided in the supplementary material due to space limitation.

C. Sensor Placement

For the comparison on the application of sensor placement, we use a real-world data set collected from sensors installed at 55 locations of the Intel Berkeley Research Lab between February 28 and April 5, 2004. The light, temperature, voltage and humidity measures are extracted and their values are discretized into 5, 12, 6 and 13 bins with equal size, respectively. Thus, we have $k = 4$ kinds of sensors and $n = 55$ locations. The problem is to select $b$ locations and the corresponding sensors such that the entropy is maximized. We compare the performance of MOMS and the greedy algorithm at $k = 1, 2, 3, 4$, respectively. For $k = 1$, we only use the light sensor at each location; for $k = 2$, the light and temperature sensors can be selected at each location; for $k = 3$, we use the light, temperature and voltage sensors; for $k = 4$, we use all the four kinds of sensors. Note that the objective function (i.e., the entropy) of sensor placement in Definition 11 is calculated using the observed frequency.

The results are plotted in Figure 8. We can see that MOMS is better than the greedy algorithm for any $k$ and $b$. We also calculate the improvement ratios of MOMS from the greedy algorithm at $b = 10$, which are 2%, 1%, 1.2% and 0.5% for $k = 1, 2, 3, 4$, respectively.

3http://db.csail.mit.edu/labdata/labdata.html
The objective $f$ vs. the running time for MOMS on sensor placement with $b = 5$. The objective $f$: the entropy (the larger the better).

Figure 9.

The objective $f$ vs. the running time on sensor placement with $b = 5$, where “multi-objective” and “single-objective” denote the algorithm in the multi-objective and single-objective optimization setting, respectively. The objective $f$: the entropy (the larger the better).

Figure 10.

only for $b = 5, 6, 7, 8$ due to the computation time limit. The approximation ratio is 94.1%, 94.7%, 95.4% and 96.3%, respectively, which implies that the greedy algorithm achieves the nearly optimal solution. Thus, these observations also disclose that MOMS can bring a performance improvement even when the greedy algorithm has been nearly optimal.

Compared with the greedy algorithm, MOMS mainly has two specific characteristics: the mutation operator and the domination-based comparison. The mutation operator as described in Definition 12 is a global search operator, which allows MOMS to produce new solutions by flipping any positions. Note that the greedy algorithm can flip only one position with the value 0 in each iteration. The domination relation can be used for comparing two solutions, due to the transformation of the original problem into a bi-objective one. By the domination-based comparison, MOMS naturally maintains several solutions in the population, while the greedy algorithm maintains only one solution. These two characteristics may make MOMS have a better ability of avoiding local optima than the greedy algorithm.

To validate the effectiveness of the bi-objective transformation, we have conducted experiments on sensor placement with the budget $b = 5$. We compare MOMS with its counterpart in the original single-objective setting. By single-objective optimization, the domination-based comparison is replaced by a common comparison rule for constrained problems [5]: two feasible solutions are compared based on their objective $f$ values, and a feasible solution is always better than an infeasible one. For the fairness of comparison, we also delete the RLS procedure in implementing these two algorithms, since
RLS may bring a different effect in bi-objective and single-objective optimization. We plot the curves of the objective f value over the running time. The results are shown in Figure 10. Note that one unit on the x-axis corresponds to n number of objective function evaluations. We can observe that by the bi-objective transformation, the algorithm can find a much better solution using the same number of objective function evaluations. This shows the advantage of the bi-objective transformation. As the running time continues to increase, the two algorithms will gradually find the same good solution. This is expected, since both of them use the global search operator, which leads to a positive probability of producing any solution; and will eventually find a global optimal solution if the running time goes to infinity. Note that the benefit of the bi-objective transformation is limited to the studied problem, and the single-objective optimization setting can be better in other cases.

VII. CONCLUSION

In this paper, we propose a multi-objective evolutionary optimization approach for the problem of maximizing monotone k-submodular functions under a size constraint, called MOMS. We first prove that MOMS can achieve the asymptotically tight approximation bound for general cases, which was also obtained by the greedy algorithm; and then show that MOMS can be better than the greedy algorithm on special instances. The empirical results on the applications of influence maximization, information coverage maximization and sensor placement verify the superior performance of MOMS. Particularly, for sensor placement with k = 1 where the greedy algorithm achieves the nearly optimal solution, the comparison results show that MOMS can bring a performance improvement even when the greedy algorithm has been almost optimal.

Note that for solving the bi-objective reformulation of the original studied problem, MOMS employs a simple MOEA [16], which uses mutation only. In the future, we will try to use some state-of-the-art MOEAs such as NSGA-II [6] and MOEA/D [37] in MOMS, which may bring a larger performance improvement; and study their theoretical performance.
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