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Abstract
In this paper, we focus on Stochastic Composite Optimization (SCO) for sparse learning that aims to learn a sparse solution. Although many SCO algorithms have been developed for sparse learning with an optimal convergence rate \(O(1/T)\), they often fail to deliver sparse solutions at the end either because of the limited sparsity regularization during stochastic optimization or due to the limitation in online-to-batch conversion. To improve the sparsity of solutions obtained by SCO, we propose a simple but effective stochastic optimization scheme that adds a novel sparse online-to-batch conversion to the traditional SCO algorithms. The theoretical analysis shows that our scheme can find a solution with better sparse patterns without affecting the convergence rate. Experimental results on both synthetic and real-world data sets show that the proposed methods are more effective in recovering the sparse solution and have comparable convergence rate as the state-of-the-art SCO algorithms for sparse learning.

Introduction
Many machine learning problems can be formulated into a Stochastic Composite Optimization problem (SCO):

\[
\min_{w \in \mathcal{W}} \phi(w) = F(w) + \Psi(w)
\]

where \(F(w) = E_{z=(x,y) \sim \mathcal{P}_{XY}}[f(w,z)]\), \(\mathcal{W}\) is the convex domain for the feasible solutions, \(f(w,z)\) is a loss function which is convex in \(w\), \(\Psi(w)\) is a regularizer that controls the complexity of the learned classifier \(w\), and \(\mathcal{P}_{XY}\) is a joint distribution for the input pattern \(x\) and the output variable \(y\). Since \(\mathcal{P}_{XY}\) is unknown, most optimization methods approximate \(\mathcal{P}_{XY}\) by a finite number of samples \(z_i = (x_i, y_i), i = 1, \ldots, n\), which are often called training examples, leading to the following optimization problem:

\[
\min_{w \in \mathcal{W}} \hat{\phi}(w) = \frac{1}{n} \sum_{i=1}^{n} f(w, z_i) + \Psi(w)
\]

In this study, we will focus on the case when \(\Psi(w)\) is a sparsity-inducing regularizer, such as \(\ell_1\) norm for sparse vectors and trace norm for low rank matrices. This problem is often referred to as sparse learning or sparse online learning (Langford, Li, and Zhang 2009) which means only one training example is processed at each iteration.

A popular approach toward SCO is stochastic composite gradient mapping. The key idea is to introduce the regularizer \(\Psi(w)\) in the gradient mapping (Lin, Chen, and Pena 2011; Chen, Lin, and Pena 2012; Ghadimi and Lan 2012; Xiao and others 2010). Given the current solution \(w_t\), it updates the solution by

\[
w_{t+1} = \arg\min_{w \in \mathcal{W}} L_t(w) + \eta_t \Psi(w)
\]

where \(L_t(w) = (w - w_t)^T \hat{g}_t + \frac{1}{2} \|w - w_t\|^2\). Here \(\hat{g}_t\) is a stochastic gradient and is usually computed as \(\hat{g}_t = \partial f(w, z_t)\), where \(z_t = (x_t, y_t)\) is a randomly sampled training example. The main advantage of using stochastic composite gradient mapping for SCO is that the intermediate solutions obtained by (3) are likely to be sparse, due to the presence of the sparse regularizer \(\Psi(w)\). Many variants of composite gradient mapping have been proposed and studied for SCO (Chen, Lin, and Pena 2012; Ghadimi and Lan 2012; Lan 2012; Lin, Chen, and Pena 2011). In the case when the loss function \(f(w, z)\) is strongly convex, one can achieve the optimal convergence rate \(O(1/T)\).

We should note that besides stochastic composite gradient mapping, any Stochastic Optimization (SO) methods can also be used to solve SCO. Recent work (Hazan and Kale 2011; Rakhlin, Shamir, and Sridharan 2012) shows that with a small modification on SGD, we can also achieve the convergence rate \(O(1/T)\).

One problem with most SCO methods is that although the intermediate solutions are sparse, the final solution may not be exactly sparse because it is usually obtained by taking the average of the intermediate solutions (Xiao and others 2010; Ghadimi and Lan 2012), a procedure that is sometimes referred to as online-to-batch conversion (Littlestone 1989; Dekel and Singer 2005). Several SCO approaches were proposed recently to address this limitation by only utilizing the solution of the last iteration (Chen, Lin, and Pena 2012). They are however short in enforcing the last solution to be exactly sparse. This is because the magnitude of the sparse regularizer \(\Psi(w)\) has to be reduced over iterations as the intermediate solutions approach the optimal one, and thus, can
not force the final solution to be sparse, especially exactly sparse.

To demonstrate our point, we conduct an experiment on a synthetic dataset with $\lambda = 1, \rho = 0.1, \sigma^2 \approx 1$ (see the experiment section for more details) using two sparse online learning algorithms: $\alpha$-SGD (Rakhlin, Shamir, and Sridharan 2012) that obtains the final solution by $\alpha$-suffix averaging, and ORDA (Ghadimi and Lan 2012) that takes the last solution as the final prediction model. Figure 1 (left) shows the exact sparsity (i.e. the percentage of non-zero entries) over iterations for the solutions obtained by these two algorithms. It is clear that neither of these two approaches is able to obtain exactly sparse solutions, although the $\ell_1$ sparsity of the solutions is improved over iterations (Figure 1, right panel).

In this work, we develop a novel scheme for sparse learning that is likely to obtain exactly sparse solution. The proposed scheme is divided into two steps. In the first step, we will run a standard SCO algorithm to obtain an approximately optimal solution $\bar{w}$. In the second step, we introduce a sparse online-to-batch conversion procedure that converts $\bar{w}$ into an exactly sparse solution $\hat{w}$. It is important to note that a simple rounding method may not work well for sparse online-to-batch conversion. This is because through the iterations, the solution obtained by SCO is already subjected to the rounding effect of $\Psi(w)$ in the steps of composite gradient mapping. As a result, some of the small entries in the final solution may be important for the prediction task, and therefore simply removing small entries from the obtained solution is unreliable as we will show in the empirical study on real-world data (table 3).

**Related Work**

In this section, we only briefly review the recent work on Sparse Online Learning, Stochastic Optimization and Stochastic Composite Optimization.

**Sparse Online Learning**

Several algorithms have been developed for Sparse Online Learning (Duchi and Singer 2009; Langford, Li, and Zhang 2009), where the goal is to generate a sequence of sparse solutions that minimize the learner’s regret. Most of the existed Sparse Online Learning algorithms are based on composite gradient mapping or other rounding schemes to remove the small entries in the intermediate solutions.

The main problem with most Sparse Online Learning is that although the intermediate solutions are sparse, the final solution, after online-to-batch conversion, is likely to be dense in the number of non-zeros entries. Finally, it is worth pointing out that Sparse Online Learning is closely related to the sparse recovery problem (Daubechies et al. 2010) that has been studied extensively. Many efficient algorithms (Daubechies et al. 2010; Chartrand and Yin 2008; Becker, Bobin, and Candès 2011) have been developed for sparse recovery that can achieve a linear convergence rate. The only limitation of these algorithms is that they are designed for full gradients, instead of stochastic gradients, and therefore are inapplicable to our case. We refer the audience to (Daubechies et al. 2010) for a comprehensive treatment of this subject.

**Stochastic Optimization**

Most Stochastic Optimization (SO) methods are based on stochastic gradient descent (SGD). At each iteration, it obtains a stochastic gradient based on a randomly sampled training example, and updates the solution by: $w_{t+1} = \Pi\Psi(w_t - \eta_t \hat{g}_t)$, where $\hat{g}_t$ is the stochastic subgradient of $\phi(w)$, and $\Pi$ is the projection operator of $\Psi$. The original SGD computes the final solution by taking the average of the intermediate solutions, which achieves an $O(\log(T)/T)$ convergence rate (Hazan et al. 2007) when the loss function is strongly convex. This result is improved to $O(1/T)$ by epoch gradient descent (Hazan and Kale 2011) and $\alpha$-suffix average (Rakhlin, Shamir, and Sridhuran 2012). Although both epoch gradient descent and $\alpha$-suffix average achieve the optimal convergence rate for strongly convex loss functions, they are not designed for sparse learning.

**Stochastic Composite Optimization**

The most popular methods for SCO are based on composite gradient mapping, which was firstly proposed for gradient descent in order to effectively explore the smoothness of the objective function (Nesterov 2007). It was introduced to online learning by (Xiao and others 2010) to obtain sparse intermediate solutions. Multiple variants of composite gradient mapping were developed for Stochastic Optimization (Lin, Chen, and Pena 2011; Chen, Lin, and Pena 2012; Ghadimi and Lan 2012; Xiao and others 2010). (Chen, Lin, and Pena 2012) improves the convergence rate and sparsity preserving ability of (Xiao and others 2010) by presenting a novel algorithm of dual average, termed ORDA (stands for optimal regularized dual average), that returns the last solution as the final prediction model. Although ORDA avoids the problem of taking the average of intermediate solutions, the learned prediction model is likely to be approximately sparse, instead of exactly sparse, because the regularizer used by the the last solution is usually too small (vanishes rapidly over iterations).

**Preliminary and Notation**

Similar to most Stochastic Optimization algorithms, we assume that we will randomly sample a training example
\[ z = (x, y) \text{ at each iteration, and obtain a stochastic gradient } \nabla f(w, z) \text{ based on the sampled example. It is evident that } E[\nabla f(w, z)] = \nabla E_{z \sim p_X}(f(w, z)). \] Let \( \bar{w} \) be the solution obtained after sampling \( T \) training examples. Our goal is to find \( \bar{w} \) that on one hand minimizes the objective \( \phi(w) \) and on the other hand is sufficiently sparse.

We denote \( w_* \in \mathcal{W} \) as the optimal solution that minimizes \( \phi(w) \), i.e.,

\[ w_* = \arg\min_{w \in \mathcal{W}} \phi(w) \]

Function \( f(w, z) \) is called \( \lambda \)-strongly convex if for any \( z \) and all \( w, w' \in \mathcal{W} \), we have

\[ f(w', z) \geq f(w, z) + \langle \partial f(w, z), w' - w \rangle + \frac{\lambda}{2} \| w' - w \|^2. \]

Similarly, \( f(w, z) \) is \( L \)-smooth if for any \( z \) and all \( w, w' \in \mathcal{W} \),

\[ f(w', z) \leq f(w, z) + \langle \partial f(w, z), w' - w \rangle + \frac{L}{2} \| w' - w \|^2. \]

Similar to most Stochastic Optimization algorithms, we assume that \( f(w, z) \) is \( G \)-Lipschitz continuous, i.e., \( \| \partial f(w, z) \| \leq G \). Throughout this work, we assume that the loss function \( f(w, z) \) is \( G \)-Lipschitz continuous, \( \lambda \)-strongly convex, \( L \)-smooth and also \( \| g_i \| \leq G \). Many loss functions satisfy this condition, including regularized least square loss and regularized logistic regression loss over bounded domains.

**The Proposed Stochastic Optimization Scheme for Sparse Learning**

As described in the introduction section, the proposed scheme is comprised of two steps. It learns an approximately optimal solution \( \bar{w} \) using a Stochastic Composite Optimization (SCO) method at first, and then approximates \( \bar{w} \) into an exactly sparse solution \( \bar{w} \) through a novel online-to-batch conversion procedure. Two specific approaches are discussed in this section. In the first approach, any algorithm for SCO with optimal convergence rate (e.g. \( \alpha \)-suffix average (Rakhlin, Shamir, and Sridharan 2012)) can be used to find an approximately optimal solution \( \bar{w} \), while in the second approach, the last solution obtained by a SGD is used as \( \bar{w} \). For the convenience of presentation, we postpone the detailed analysis to the appendix.

**Sparse Learning based on Existing SCO Methods**

Algorithm 1 shows the detailed steps of the first approach. Firstly, it runs a SCO algorithm \( A \) with the first \((1-\alpha)T\) training examples, and computes an approximately sparse solution \( \bar{w}_{1-\alpha} \). In the sparse online-to-batch conversion, it calculates the gradient of \( \bar{w}_{1-\alpha} \) using the remaining \( \alpha T \) training examples, and computes the final sparse solution \( \bar{w} \) by a composite gradient mapping in (4). Parameter \( \alpha \) is introduced to balance between Stochastic Composite Optimization and online-to-batch conversion. Unlike most SCO methods where the size of sparse regularizer \( \Psi(w) \) is reduced over iterations, we use the original sparse regularizer.

**Algorithm 1 Sparse Learning based on Existing SCO Methods**

1. **Input:** strong convexity \( \lambda \geq 0 \), smoothness \( L \geq 0 \), tradeoff parameter \( 0 \leq \alpha \leq 1 \), training examples \( \{z_t = (x_t, y_t)\}_{t=1}^T \), and a Stochastic Composite Optimization algorithm \( A \).
2. Run \( A \) with the first \((1-\alpha)T\) training examples to obtain approximately optimal solution \( \bar{w}_{1-\alpha} \), i.e., \( \bar{w}_{1-\alpha} = A(\lambda, L, (1-\alpha)T) \).
3. // Sparse online-to-batch conversion:
4. Compute the average gradient at \( \bar{w}_{1-\alpha} \) using the remaining \( \alpha T \) training examples

\[ \bar{g}^{\alpha}_{1-\alpha} = \frac{1}{\alpha T} \sum_{i=1+(1-\alpha)T}^T \nabla f(\bar{w}(1-\alpha), z_i) \]

5. Compute the final solution \( \bar{w} \) as

\[ \bar{w} = \arg \min_{w \in \mathcal{W}} \left\{ \langle \bar{g}^{\alpha}_{1-\alpha}, w \rangle + \frac{L}{2} \| w - \bar{w}_{1-\alpha} \|^2 + \Psi(w) \right\} \tag{4} \]

6. **Return:** \( \bar{w} \)

in (4) without reducing its size, which will lead to an exactly sparse solution for \( \bar{w} \). This is particularly clear when \( \Psi(w) = \beta \| w \|_1 \). If we note \( v = L \bar{w}_{1-\alpha} - \bar{g}^{\alpha}_{1-\alpha} \), then the solution to (4) can be given by

\[ [\bar{w}]_i = \begin{cases} 0, & \text{if } |v_i| < \beta \\ \frac{1}{\beta} |v - \beta \text{sgn}(v)|_i, & \text{else} \end{cases} \]

We also note that the conversion step is different from a simple rounding approach and the introduction of gradient \( \bar{g}^{\alpha}_{1-\alpha} \) is important to ensure that the final sparse solution \( \bar{w} \) also minimizes the objective function \( \phi(w) \). This is justified by the following two theorems.

**Theorem 1.** Suppose the loss function \( f(w, z) \) is \( G \)-Lipschitz continuous, \( \lambda \)-strongly convex and \( L \)-smooth. Assume SCO algorithm \( A \) is optimal that yields the following generalization error bound

\[ \mathbb{E}(\phi(\bar{w}_{1-\alpha}) - \phi(w_*)) \leq O \left( \frac{G^2}{(1-\alpha)\lambda T} \right) \]

Then, we have

\[ \mathbb{E}(\phi(\bar{w}) - \phi(w_*)) \leq O \left( \frac{G^2}{(1-\alpha)\lambda T} + \frac{G^2}{\alpha LT} \right) \]

As indicated by Theorem 1, the tradeoff parameter \( \alpha \) balances the loss of Stochastic Composite Optimization and the loss of sparse online-to-batch conversion: a small \( \alpha \) will lead to a small error in Stochastic Composite Optimization, but a large error in the conversion step.

The theorem below refines Theorem 1 by presenting a high probability bound.

**Theorem 2.** Let \( \delta \in (0, 1/\epsilon) \) and assume \( T \geq 4 \). Under the same assumption as Theorem 1, with probability at least
\[ 1 - 2\delta, \text{ we have} \]
\[ \phi(\tilde{w}) - \phi(w_*) \leq \mathcal{O}\left( \frac{\log(\log((1 - \alpha)T)/\delta)G^2}{\lambda(1 - \alpha)T} + \frac{G^2(\log \frac{2}{\delta})^2}{\alpha T} \right) \]

**Sparse Learning Based on the Last Solution**

One potential drawback of Algorithm 1 is that only a portion of training examples will be used by the Stochastic Composite Optimization algorithm \(A\) to find approximately optimal solution. To address this limitation, in the second approach, we will use the last solution output from a standard stochastic gradient descent approach as the approximately optimal solution, and apply an online-to-batch conversion procedure, similar to Algorithm 1, to compute the final sparse solution \(\tilde{w}\). Algorithm 2 gives the detailed steps. We observe that in contrast to Algorithm 1 that utilizes the first \((1 - \alpha)T\) training examples to learn \(\tilde{w}\), all the training examples are used to learn \(\tilde{w}\), which may lead to a better usage of training examples. Similar to Algorithm 1, we introduce parameter \(\alpha\) that decides which portion of training examples will be used for sparse online-to-batch conversion. Finally, since a similar conversion procedure is applied to convert \(\tilde{w}\) to the final solution \(\tilde{w}\), we expect \(\tilde{w}\) to be an exactly sparse solution benefited from the sufficiently large regularizer \(\Psi(w)\). The theorems below show the optimality of \(\tilde{w}\).

**Algorithm 2 Sparse Learning based on the Last Solution**

1: **Input:** strong convexity \(\lambda \geq 0\), smoothness \(L \geq 0\), ratio \(0 \leq \alpha \leq 1\), and training examples \(\{z_t = (x_t, y_t)\}_{t=1}^T\).
2: Initialize \(w_1 = 0\).
3: for \(t = 1\) to \(T\) do
   4: Compute the stochastic gradient \(\hat{g}_t = \nabla f(w, z_t)\)
   5: Update \(w_{t+1} = \Pi_W(w_t - \eta_t(\hat{g}_t + \partial \Psi(w_t)))\) where \(\eta_t = 1/(\lambda t)\).
6: end for
7: // Sparse online-to-batch conversion:
8: Compute \(\tilde{w} = \arg\min_{w \in W} \hat{g}^\alpha(w, w) + \frac{L}{2}\|w - w_T\|^2 + \Psi(w)\)
   where \(\hat{g}^\alpha = \frac{1}{\alpha T} \sum_{t=(1-\alpha)T+1}^T \nabla f(w_t, z_t)\).
9: Return: \(\tilde{w}\).

**Theorem 3.** Suppose the loss function \(f(w, z)\) is G-Lipschitz continuous, \(\lambda\)-strongly convex and \(L\)-smooth. Then, we have
\[ \mathbb{E}(\phi(\tilde{w}) - \phi(w_*)) \leq \mathcal{O}\left( \frac{G^2L}{\lambda^2T} + \frac{G^2L}{(1 - \alpha)\lambda^2T} + \frac{G^2}{\alpha LT} \right) \]

As indicated by Theorem 3, \(\alpha\) is also a tradeoff parameter, which is the same with that of Algorithm 1. In addition, the larger the \(\alpha\), the higher computational cost in online-to-batch conversion. So the parameter \(\alpha\) allows us to balance the tradeoff between computational cost and prediction accuracy. Finally, we observe that \(\lambda^{-2}\) in the bound of Theorem 3 is significantly worse than \(\lambda^{-1}\) in Theorem 1. This may due to the loose bounds in our analysis, as the empirical study shows that Algorithms 1 and 2 give similar performance. We will examine in the future to see if a tighter bound can be provided for Algorithm 2.

Theorem below refines the result in Theorem 3 with a high probability bound.

**Theorem 4.** Let \(\delta \in (0, 1/e)\), \(d\) is the length of vector \(g_t\), and assume \(T \geq 4\). Suppose the loss function \(f(w, z)\) is \(G\)-Lipschitz continuous, \(\lambda\)-strongly convex and \(L\)-smooth. Then, with a probability at least \(1 - 2\delta\), we have
\[ \phi(\tilde{w}_T) - \phi(w_*) \leq \mathcal{O}\left( \frac{L \log(\log(T)/\delta)G^2}{\lambda^2T} + \frac{L \log(\log(T)/\delta)G^2}{(1 - \alpha)\lambda^2T} + \frac{\log((d + 1)/\delta)G^2}{\alpha LT} \right) \]

**Experiments**

In this section, we conduct experiments to evaluate the performance of the proposed methods on two aspects: (i) whether the learned \(\tilde{w}\) is close to the optimal solution, and (ii) whether the learned \(\tilde{w}\) will be sparse and recover most of the relevant features.

Three baseline algorithms will be used in our study.

- ORDA (Chen, Lin, and Pena 2012): an optimal Stochastic Composite Optimization algorithm that yields \(O(1/T)\) convergence rate.
- OptimalSL: the proposed Algorithm 1 based on existing SCO methods. And we take \(\alpha\)-SGD as the algorithm \(A\) in this experiment.
- LastSL: the proposed Algorithm 2 based on the last solution of SGD.

**Experimental model and parameter setting**

Following (Chen, Lin, and Pena 2012), we consider solving a sparse linear regression problem: \(\min_{w \in \mathbb{R}^d} f(w) + h(w)\) where \(f(w) = \frac{1}{2} \mathbb{E}_{a,b}((\langle w, a \rangle - b)^2) + \frac{\rho}{2}\|w\|^2\) and \(h(w) = \lambda\|w\|_1\). Every entry of the input vector \(a\) is generated from the uniform distribution \(U(-1, 1)\) and the response is given by \(b = \langle a, w^* \rangle + \epsilon\), where the noise \(\epsilon \sim N(0, \sigma_e^2)\), and \(\|w^*\|_i = 1\) for \(1 \leq i \leq \frac{d}{2}\) and 0 otherwise. We set \(\lambda = 0.1, \rho = 0.1, d = 100\), and vary \(\sigma_e\) in the range \([1, 2, 3, \ldots, 10]\) in our experiments. The number \(N\) of training examples is set to be 50,000. In addition, we set the \(\alpha = 0.1\) for \(\alpha\)-SGD and two proposed methods. It is easy to
verify that under the above assumptions for $a$ and $b$, we have $$\frac{1}{2} \sum_{i,a,b} ((a^T w - b)^2) = \frac{1}{2} \| w - w^* \|_2^2 + \frac{1}{2} \sigma_c^2,$$ so we can calculate the exact objective function value and the optimal solution fortunately: $|w_i| = \frac{1}{\tau}$ for $i \leq 50$ and 0, otherwise.

Evaluation metrics To evaluate the properties of the learned $\tilde{w}$, we follow (Lin, Chen, and Pena 2011), and measure the objective function value and the sparsity of $\tilde{w}$ over iterations. Two metrics are used to measure the sparsity of a solution: the exact density ratio (ED for short), that is computed as $\frac{1}{d} \sum_{i=1}^d I(|w_i| \neq 0)$, and the truncated sparse ratio (TD for short), which is computed as $\frac{1}{N} \sum_{i=1}^N I(|w_i| > \epsilon_r)$, where $\epsilon_r$ is set to be $10^{-6}$ in our experiment. We also measure the recovery of the support set of $w_s$ by SSR($w_s$) = $2|S(w_s)\cap \hat{S}(w_s) |/|S(w_s)|$ where $S(w_s)$ is the support set of $w_s$, which is composed of the nonzero components of $w_s$, $|S(w_s)|$ means the cardinality of the set $S(w_s)$. In addition, we give the running time (RT for short, second). We run each experiment 100 times, and report the results averaged over 100 trials.

Experimental results Table 1 summarizes the evaluation results for the final solutions output from different algorithms under different noise level $\sigma_c$. We observe that besides yielding comparable objective value for the objective function, the solutions found by the two proposed algorithms are significantly sparser than the ones found by the other baseline algorithms. From the running time, we can see that our methods are more effective than FOBOS and ORDA. Figures 2 and 3 show the objective function’s values of different algorithms over iterations under different noise level $\sigma_c$. We observe that the proposed algorithms are comparable to, if not better than, the baselines in reducing the value of the objective function.

<table>
<thead>
<tr>
<th>$\sigma_c^2$</th>
<th>$d = 100, N = 50000$</th>
<th>Obj</th>
<th>ED</th>
<th>TD</th>
<th>SSR</th>
<th>RT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FOBOS</td>
<td>5.7099</td>
<td>0.99</td>
<td>0.99</td>
<td>0.671</td>
<td>0.5443</td>
</tr>
<tr>
<td></td>
<td>$\sigma$-SGD</td>
<td>5.6984</td>
<td>1.00</td>
<td>1.00</td>
<td>0.667</td>
<td>0.3992</td>
</tr>
<tr>
<td></td>
<td>ORDA</td>
<td>5.7031</td>
<td>0.99</td>
<td>0.96</td>
<td>0.700</td>
<td>1.4690</td>
</tr>
<tr>
<td></td>
<td>LastSL</td>
<td>5.6968</td>
<td>0.50</td>
<td>0.50</td>
<td>1.000</td>
<td>0.4367</td>
</tr>
<tr>
<td></td>
<td>OptimalSL</td>
<td>5.6954</td>
<td>0.50</td>
<td>0.50</td>
<td>1.000</td>
<td>0.3772</td>
</tr>
<tr>
<td>4</td>
<td>FOBOS</td>
<td>7.2124</td>
<td>0.99</td>
<td>0.99</td>
<td>0.667</td>
<td>0.5172</td>
</tr>
<tr>
<td></td>
<td>$\sigma$-SGD</td>
<td>7.2035</td>
<td>1.00</td>
<td>1.00</td>
<td>0.667</td>
<td>0.3901</td>
</tr>
<tr>
<td></td>
<td>ORDA</td>
<td>7.2096</td>
<td>0.99</td>
<td>0.65</td>
<td>0.669</td>
<td>1.4517</td>
</tr>
<tr>
<td></td>
<td>LastSL</td>
<td>7.2001</td>
<td>0.50</td>
<td>0.50</td>
<td>0.997</td>
<td>0.4281</td>
</tr>
<tr>
<td></td>
<td>OptimalSL</td>
<td>7.1976</td>
<td>0.50</td>
<td>0.50</td>
<td>1.000</td>
<td>0.3639</td>
</tr>
<tr>
<td>25</td>
<td>FOBOS</td>
<td>17.7351</td>
<td>1.00</td>
<td>1.00</td>
<td>0.667</td>
<td>0.5345</td>
</tr>
<tr>
<td></td>
<td>$\sigma$-SGD</td>
<td>17.7437</td>
<td>1.00</td>
<td>1.00</td>
<td>0.667</td>
<td>0.3971</td>
</tr>
<tr>
<td></td>
<td>ORDA</td>
<td>17.7606</td>
<td>0.91</td>
<td>0.667</td>
<td>1.4546</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LastSL</td>
<td>17.7339</td>
<td>0.62</td>
<td>0.62</td>
<td>0.897</td>
<td>0.4292</td>
</tr>
<tr>
<td></td>
<td>OptimalSL</td>
<td>17.7128</td>
<td>0.52</td>
<td>0.52</td>
<td>0.983</td>
<td>0.3746</td>
</tr>
<tr>
<td>100</td>
<td>FOBOS</td>
<td>55.3119</td>
<td>1.00</td>
<td>1.00</td>
<td>0.667</td>
<td>0.4252</td>
</tr>
<tr>
<td></td>
<td>$\sigma$-SGD</td>
<td>55.4066</td>
<td>1.00</td>
<td>1.00</td>
<td>0.667</td>
<td>0.3140</td>
</tr>
<tr>
<td></td>
<td>ORDA</td>
<td>55.4296</td>
<td>1.00</td>
<td>1.00</td>
<td>0.667</td>
<td>1.1707</td>
</tr>
<tr>
<td></td>
<td>LastSL</td>
<td>55.4195</td>
<td>0.82</td>
<td>0.82</td>
<td>0.757</td>
<td>0.3451</td>
</tr>
<tr>
<td></td>
<td>OptimalSL</td>
<td>55.3109</td>
<td>0.75</td>
<td>0.75</td>
<td>0.807</td>
<td>0.2971</td>
</tr>
</tbody>
</table>

Figure 2: Objective values with parameter $\rho = 0.1, \lambda = 0.1, \sigma_c^2 = 1$

Figure 3: Objective values with parameter $\rho = 0.1, \lambda = 0.1, \sigma_c^2 = 100$

Experiments on Real-world Dataset

Dataset To further demonstrate the effectiveness of our methods, we conduct an experiment on the well-known MNIST dataset because it is easy to visualize the learned prediction model. It is composed of the images for 10 digits (0-9). Each image is a $28 \times 28$ gray-scale pixel map, which can be treated as a real-valued vector of 784 dimension. Each digit has roughly 6,000 training examples and 1,000 testing examples.

Experimental model and parameter setting Following the experiment setting in (Xiao and others 2010), we ap-
Experimental results According to table 2, we observe that the proposed methods significantly improve the sparsity of solutions compared to the baseline methods, and at the same time, achieve comparable test errors. This is further confirmed by the grey-level images shown in Figure 4, in which the solutions obtained by the proposed algorithms have significantly larger black areas than the other algorithms in comparison.

Table 2: numerical results when we classify the digits 2 and 3

<table>
<thead>
<tr>
<th>$\lambda, \rho$</th>
<th>Algorithms</th>
<th>Test Error</th>
<th>ED</th>
<th>TD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho = 0.01$</td>
<td>FOBOS</td>
<td>0.0499</td>
<td>0.394</td>
<td>0.394</td>
</tr>
<tr>
<td>$\alpha$-SGD</td>
<td>0.0475</td>
<td>0.825</td>
<td>0.822</td>
<td></td>
</tr>
<tr>
<td>ORDA</td>
<td>0.0513</td>
<td>0.404</td>
<td>0.352</td>
<td></td>
</tr>
<tr>
<td>LastSL</td>
<td>0.0488</td>
<td>0.276</td>
<td>0.276</td>
<td></td>
</tr>
<tr>
<td>OptimalSL</td>
<td>0.0476</td>
<td>0.269</td>
<td>0.269</td>
<td></td>
</tr>
<tr>
<td>$\lambda = 0.02$</td>
<td>FOBOS</td>
<td>0.0578</td>
<td>0.375</td>
<td>0.75</td>
</tr>
<tr>
<td>$\alpha$-SGD</td>
<td>0.0529</td>
<td>0.825</td>
<td>0.822</td>
<td></td>
</tr>
<tr>
<td>ORDA</td>
<td>0.0573</td>
<td>0.382</td>
<td>0.329</td>
<td></td>
</tr>
<tr>
<td>LastSL</td>
<td>0.0558</td>
<td>0.225</td>
<td>0.225</td>
<td></td>
</tr>
<tr>
<td>OptimalSL</td>
<td>0.0528</td>
<td>0.199</td>
<td>0.199</td>
<td></td>
</tr>
<tr>
<td>$\rho = 0.01$</td>
<td>FOBOS</td>
<td>0.0630</td>
<td>0.346</td>
<td>0.346</td>
</tr>
<tr>
<td>$\alpha$-SGD</td>
<td>0.0578</td>
<td>0.825</td>
<td>0.823</td>
<td></td>
</tr>
<tr>
<td>ORDA</td>
<td>0.0593</td>
<td>0.336</td>
<td>0.304</td>
<td></td>
</tr>
<tr>
<td>LastSL</td>
<td>0.0600</td>
<td>0.174</td>
<td>0.174</td>
<td></td>
</tr>
<tr>
<td>OptimalSL</td>
<td>0.0577</td>
<td>0.153</td>
<td>0.153</td>
<td></td>
</tr>
<tr>
<td>$\lambda = 0.04$</td>
<td>FOBOS</td>
<td>0.0672</td>
<td>0.334</td>
<td>0.334</td>
</tr>
<tr>
<td>$\alpha$-SGD</td>
<td>0.0617</td>
<td>0.825</td>
<td>0.823</td>
<td></td>
</tr>
<tr>
<td>ORDA</td>
<td>0.0651</td>
<td>0.341</td>
<td>0.294</td>
<td></td>
</tr>
<tr>
<td>LastSL</td>
<td>0.0638</td>
<td>0.144</td>
<td>0.144</td>
<td></td>
</tr>
<tr>
<td>OptimalSL</td>
<td>0.0610</td>
<td>0.125</td>
<td>0.125</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: the test error of ORDA after(Test Error1) and before(Test Error2) simple rounding

<table>
<thead>
<tr>
<th>$\lambda, \rho$</th>
<th>Test Error1</th>
<th>Test Error2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho = 0.01, \lambda = 0.02$</td>
<td>0.0513</td>
<td>0.0499</td>
</tr>
<tr>
<td>$\rho = 0.01, \lambda = 0.03$</td>
<td>0.0573</td>
<td>0.0578</td>
</tr>
<tr>
<td>$\rho = 0.01, \lambda = 0.04$</td>
<td>0.0593</td>
<td>0.0630</td>
</tr>
<tr>
<td>$\rho = 0.01, \lambda = 0.05$</td>
<td>0.0651</td>
<td>0.0672</td>
</tr>
</tbody>
</table>

Table 3 shows the results after and before the simple rounding process when we classify the digits 2 and 3. The threshold here is $10^{-6}$. We can observe that the simple rounding process sometimes will make the test error increase significantly. So this approach is unreliable, which demonstrates our analysis in the introduction section.

Conclusions

In this paper, we propose a novel scheme for sparse learning that aims to learn an exactly sparse solution based on Stochastic Composite Optimization. The key idea is to introduce a sparse online-to-batch conversion procedure that approximates the solution learned by a SCO algorithm into an exactly sparse solution. Two specific algorithms are developed, one based on the solution output from an existing

Figure 4: The visualization for the prediction models learned to classify between digits 2 and 3. Columns (a)-(d) are the results for $\rho = 0.01$ and $\lambda = 0.02, 0.03, 0.04, 0.05$. The darker the black area in the grey-level image, the sparser the solution is.
SC0 algorithm, and one based on the last solution of the a simple SGD algorithm. We verify, both theoretically and empirically, that the proposed algorithms will yield solution that is exactly sparse and achieves an optimal convergence rate. In the future, we plan to investigate sparse online-to-batch conversion for loss functions that are only strongly convex but not necessarily smooth.
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