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ABSTRACT

Network embedding, which learns the low-dimensional representations of nodes, has gained significant research attention. Despite its superior empirical success, often measured by the prediction performance of downstream tasks (e.g., multi-label classification), it is unclear why a given embedding algorithm outputs the specific node representations, and how the resulting node representations relate to the structure of the input network. In this paper, we propose to discern the edge influence as the first step towards understanding skip-gram based network embedding methods. For this purpose, we propose an auditing framework NEAR, whose key part includes two algorithms (NEAR-ADD and NEAR-DEL) to effectively and efficiently quantify the influence of each edge. Based on the algorithms, we further identify high-influential edges by exploiting the linkage between edge influence and the network structure. Experimental results demonstrate that the proposed algorithms (NEAR-ADD and NEAR-DEL) are significantly faster (up to 2,000×) than straightforward methods with little quality loss. Moreover, the proposed framework can efficiently identify the most influential edges for network embedding in the context of downstream prediction task and adversarial attacking.
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• Mathematics of computing → Graph algorithms: Approximation algorithms; • Theory of computation → Dynamic graph algorithms; • Networks → Topology analysis and generation.
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1 INTRODUCTION

Network embedding, which learns the low-dimensional representations of nodes, has gained significant research attention due to its strong empirical performance and wide applicability. The learned node representations have been successfully applied in a variety of downstream tasks including node classification [37], node clustering [46], link prediction [18], and visualization [42].

To date, many network embedding methods have been proposed. The basic idea of existing work is to first construct the context structure for each node and then design an appropriate objective function to preserve this structure. For example, the classic DeepWalk [37] uses truncated random walk to construct the context and applies the skip-gram model [31] to learn the node representations. Many sophisticated extensions have also been proposed including whether to preserve community structure, whether to incorporate node attributes, and whether to use supervision information (see the related work section for a review). Generally speaking, the existing work focuses on what kind of node representations can better improve the performance of the downstream prediction tasks (e.g., multi-label classification and link prediction). However, it is unclear why a given embedding algorithm outputs the specific node representations, and how the resulting node representations relate to the structure of the input network.

In this paper, instead of developing a new network embedding method, we propose a network embedding auditing framework (NEAR) to discern the edge influence, which serves as the first step towards understanding skip-gram based network embedding methods. Specially, we propose two algorithms (NEAR-DEL and NEAR-ADD) which can effectively and efficiently quantify the influence of a few edges on the learned embeddings\(^\sharp\), when edges are deleted or added, respectively. These algorithms can be used to efficiently quantify the edge influence and update the node embeddings when directly retraining is computationally too expensive. Furthermore, we propose

\(^\sharp\)We interchangeably use ‘node representations’ and ‘embeddings’ in this paper.
E3. Updated Embedding would drift apart from each other. A straightforward way to verify (the result is in E2 of Fig. 1). Alternatively, we can directly apply the benchmark datasets. The results show that when the network changes, of the proposed algorithms $N$ in terms of training time than the retraining method.

peripheral place. Meanwhile, the proposed method is 10 times faster instance, the embeddings of node 1 move from a central place to a peripheral place. The proposed method leads to similar node representations compared to the retraining method, while it is 10 times faster.

Figure 1: E0, deleting the edge between node 1 and node 32 in the Zachary’s karate club social network. The nodes are colored according to their communities in the network. E1, two-dimensional visualization of node representations learned by the skip-gram model. E2, node representations learned by retraining the skip-gram model after the edge is deleted. E3, node representations learned by the proposal $N_{EAR}$. The proposed method leads to similar node representations compared to the retraining method.

to exploit the linkage between the edge influence and key network topological properties, and use such linkage/correlations to identify the high-influential edges.

An illustrative example is shown in Fig. 1 where we use the famous Zachary’s karate club network as the input. In this example, we first apply a skip-gram model on the network to learn the node embeddings (E1 of Fig. 1). Suppose that we are interested in the influence of the edge between node 1 and node 32. Intuitively, if we delete this edge, the learned embeddings of the two terminal nodes would drift apart from each other. A straightforward way to verify this is to retrain the network embedding model on the new network (the result is in E2 of Fig. 1). Alternatively, we can directly apply the proposed $N_{EAR-DL}$ on the original embeddings and approximately obtain the updated embeddings (E3 of Fig. 1). As we can see in the example, for both the retraining method and the proposed $N_{EAR-DL}$, the learned embeddings of node 1 and node 32 drift apart from each other as compared to E1. Moreover, the learned embeddings of $N_{EAR-DL}$ are similar to those of the retraining method. For instance, the embeddings of node 1 move from a central place to a peripheral place. Meanwhile, the proposed method is 10 times faster in terms of training time than the retraining method.

In experiments, we first evaluate the effectiveness and efficiency of the proposed algorithms ($N_{ADD}$ and $N_{EAR-DL}$) on two benchmark datasets. The results show that when the network changes, compared to the retraining method which retrain the network embedding model to obtain the updated node representations, the proposed methods are significantly faster (up to 2,000x speedup) with little quality loss. Furthermore, we evaluate the effectiveness of the proposed auditing framework in terms of identifying the most influential edges in the context of downstream prediction task and adversarial attacking. The results demonstrate that the proposed method is indeed helpful to better understand the embedding results via effectively identifying influential edges in close relation to important network topological properties. For example, by considering edges with certain topological properties (e.g., node degrees and structural holes [3]), we find that even a single structural hole edge has a significant impact on the learned node embeddings. This will not only lead to an efficient pruning strategy for identifying high-influential edges, but also shed critical light to understand the key driving factor of a network embedding algorithm as well as design effective attacking and defending algorithms in the adversarial setting.

The main contributions of this paper include:

- We propose to discern the influence of edges as the first step towards understanding network embedding. We propose a network embedding auditing framework with two specific algorithms, which efficiently computes the influence of different edges and links edge influence with key network topological properties to identify high-influential edges.
- We conduct experimental evaluations on real datasets showing the effectiveness and efficiency of the proposed auditing framework $N_{EAR}$. Specially, we demonstrate that the proposed algorithms $N_{ADD}$ and $N_{EAR-DL}$ are significantly faster with little quality loss, and that the proposed framework can identify high-influential edges for the multilabel classification task and the adversarial attacking task.

The rest of the paper is organized as follows. Section 2 presents the problem statement, and Section 3 describes the proposed auditing framework. Section 4 shows the experimental results. Section 5 reviews related work, and Section 6 concludes.

2 PROBLEM STATEMENT

Before describing the auditing framework, we first introduce the problem statement. In this work, we focus on auditing the network embedding methods built upon the skip-gram model. Examples that adopt this model include [8, 14, 18, 35, 37, 39, 55].

**Preliminary: Skip-gram Model based Network Embedding.** Consider a network $G = (V, E)$, where $V$ is the set of nodes and $E$ is the set of edges. The skip-gram model with negative sampling typically optimizes the following objective function [18, 37],

$$
\max_{\Theta} \sum_{(u, v) \in E'} \log \sigma(\theta_u^T \cdot \theta_v) + k \cdot \mathbb{E}_{v \sim P} [\log \sigma(-\theta_u^T \cdot \theta_v)],
$$

where $E'$ is the edge set of the context network constructed from the original network, $\sigma(x) = 1/(1 + \exp(-x))$, $k$ is the negative sampling rate, and $P$ is the negative sampling distribution. Note that the context of a node can be generated by applying various random walks on the original network. The goal of the above equation is to learn a $d$-dimensional representation $\theta_v \in \mathbb{R}^d$ for each node $v$. We use a $|V| \times d$ matrix $\Theta$ to denote the representations of all nodes.
Network Embedding Auditing Problem. In this work, we are
interested in efficiently identifying the edges that have a relatively
large influence on the learned embeddings. Given the input network
G and the current learned embeddings \( \hat{\Theta} \), we aim to (1) quantify the
influence of a small change \( \Delta G \) of the network structure, and (2)
identify the high-influential edges.

We use \( \hat{\Theta}' \) to denote the updated embeddings. Once we efficiently
obtain the new embeddings \( \hat{\Theta}' \), we use it to quantify the influence of
\( \Delta G \), i.e., to what extent \( \Delta G \) affects the embedding results. Although
we can simply retrain the network embedding model to obtain its
influence functions \( [25] \). Specially, we obtain the influence
of subproblems over each edge. Take the model in Eq. (1) as an
objective function in Eq. (1) can be rewritten as

\[
H^{-1}g = \sum_{i \in E} J_i(e_i, \Theta) + \epsilon J(e, \Theta),
\]

where \( H_\Phi = \frac{1}{|E|} \sum_{i=1}^{|E|} \nabla^2_\Theta J(e_i, \hat{\Theta}) \) is the Hessian matrix\(^2\). Notice that
both \( H_\Phi \) and \( J(e, \hat{\Theta}) \) are computed based on the current learned
node embeddings \( \hat{\Theta} \).

Scale up the Computation. Directly computing the edge influence
based on Eq. (4) is computationally expensive. Here, we provide
an approximate algorithm to compute \( H^{-1}_\Phi \nabla_\Theta J(e, \hat{\Theta}) \) in Eq. (4).
Specially, we apply Hessian-vector products (HVPs) \([2, 36]\) to
efficiently approximate \( H^{-1}_\Phi g \) where \( g = \nabla_\Theta J(e, \hat{\Theta}) \), \( \nabla^2_\Theta J(e_i, \hat{\Theta})h \),
and \( h = H^{-1}_\Phi g \) are all vectors. Here, the subproblem of HVPs is that
we actually do not need to compute the multiplication step between
matrix and vector, but rather treat the \( H^{-1}_\Phi g \) as one vector, and then
update this vector over iterations. In detail, when computing the
HVPs between \( H^{-1}_\Phi \) and vector \( g \), we first define \( H^{-1}_\Phi g \leftarrow g \) and
recursively compute \( H^{-1}_\Phi g \leftarrow g + (I - \nabla^2_\Theta J(e_i, \hat{\Theta}))H^{-1}_\Phi g \) to approx-
imate \( H^{-1}_\Phi g \), where \( e_i \) is a sampled edge. By doing so, we do not
need to compute the products of \( H^{-1}_\Phi g \) but only need to treat it as a
vector and update it over iterations. As for the sampling of edge \( e_i \),
we sample the edges having a common node with edge \( e \). In other
words, we consider the influence of perturbing edge \( e \) in the local
neighborhood of edge \( e \).

The algorithm of HVPs computation for network embedding is
summarized in Alg. 1. In the algorithm, we first iterate \( r \) times
and return the average influence to reduce noise (Line 2 and Line 10). In
each iteration, we compute the \( H^{-1}_\Phi g \). We pick \( l \) to be large enough
such that \( H^{-1}_\Phi g \) stabilizes (Line 4). The key steps of the algorithm
are Line 5 and Line 6 which update \( H^{-1}_\Phi g \). In Line 5, we sample
the edge \( e_i \) in the local neighborhood of edge \( e \). Therefore, instead
of updating all the \( d \times |V| \) parameters, we only need to update the
learned embeddings of the nodes related to edge \( e_i \). In Line 6, we
directly update \( H^{-1}_\Phi g \) without computing the products. The overall
time complexity of Alg. 1 is summarized in the following lemma,
which can be further reduced to \( O(dl) \) if the number of iterations \( r \) and
the number of sampled edges \( l \) are small constants. This is much
efficient than directly computing Eq. (4).

\begin{algorithm}
\caption{The HVP4NE algorithm}
\begin{algorithmic}[1]
\State Input: network \( G = (V, E) \), embedding \( \hat{\Theta} \), edge \( e \), vector \( g \)
\State Output: estimated influence \( -H^{-1}_\Phi g \)
\State 1: \( \text{list} = [ ] \)
\State 2: for \( i = 1 \rightarrow r \) do
\State 3: define \( H^{-1}_\Phi = I \)
\State 4: for \( j = 1 \rightarrow l \) do
\State 5: \( e_i \leftarrow \text{EdgeSample}(E, e) \)
\State 6: \( H^{-1}_\Phi g \leftarrow g + (I - \nabla^2_\Theta J(e_i, \hat{\Theta}))H^{-1}_\Phi g \)
\State 7: end for
\State 8: \( \text{list}[i] = H^{-1}_\Phi g \)
\State 9: end for
\State 10: return \( \text{Average(list)} \)
\end{algorithmic}
\end{algorithm}

\(^2\)When deleting edges, we make sure that the network is still connected so that the
Hessian matrix is not singular.
1: \( g \leftarrow \nabla_\Theta J(e, \hat{\Theta}) \)
2: \( I(e) \leftarrow \text{HVP4NE}(G, g, e, \hat{\Theta}) \)
3: \( \hat{\Theta}_{-e} \leftarrow \hat{\Theta} - \frac{1}{|E|} I(e) \)
4: return \( \hat{\Theta}_{-e} \)

**Algorithm 2 The NEAR-DEL algorithm**

**Input:** network \( G = (V, E) \), original embedding \( \hat{\Theta} \), edge \( e \)

**Output:** new embedding \( \hat{\Theta}_{-e} \)

Proof. Omitted for brevity. □

**Remarks.** Alternatively, we can directly compute the gradients of the added/deleted edges and then update the related node embeddings accordingly. However, as will be shown in our experiments, we found that updating the node embeddings in such a stochastic way would lead to much less accurate results. Additionally, note that in the above solution for quantifying edge influence, we assume that \( E' = E \), i.e., the context network equals to the original network. We can also extend the solution for more general context networks such as those generated by truncated random walks. We will leave such extensions as future work.

**NEAR-DEL: Deleting Edges.** Next, we present the proposed NEAR-DEL algorithm to deal with the case when edges are deleted in the network. This would help characterize the importance of different edges.

Formally, we use \( \hat{\Theta}_{-e} \) to denote the influence (or embedding differences) of removing an edge \( e = (u, v) \). By setting \( \epsilon = -\frac{1}{|E|} \) in Eq. (3), and substituting the skip-gram model in Eq. (1) into it, we approximate the influence as follows,

\[
\hat{\Theta}_{-e} - \hat{\Theta} \approx \frac{1}{|E|} I(e) = \frac{1}{|E|} \nabla_\Theta \sum_{i=1}^{|E|} \sigma(\hat{\theta}_i^T \cdot \hat{\theta}_e) \approx \frac{1}{|E|} \sum_{i=1}^{|E|} \sigma(\hat{\theta}_i^T \cdot \hat{\theta}_e)
\]

Based on the above equation, deleting multiple edges can be handled by iteratively deleting one edge each time. For example, we use \( \hat{\Theta}_{-E_s} \) to denote the influence of removing a set \( E_s \) of \( m \) edges, where \( E_s = \{e_1, ..., e_m\} \) contains the edges to delete. By defining

\[
\hat{\Theta}_{-E_s} = \arg\min_{\Theta} \frac{1}{|E|} \sum_{i=1}^{|E|} \mathcal{J}(e_i, \Theta) + \lambda \sum_{i=1}^{|E|} \mathcal{J}(e_i, \Theta)
\]

and setting \( \epsilon_i = -\frac{1}{|E|} \) for \( i \in \{1, ..., m\} \), we can have the following approximation.

\[
\hat{\Theta}_{-E_s} - \hat{\Theta} \approx \frac{1}{|E|} \sum_{i=1}^{|E|} \mathcal{J}(e_i, \Theta)
\]

Remarks. The proposed algorithm can also be used for the case of deleting nodes. For example, when deleting a node, we can treat it as deleting all the edges that connect to this node. Therefore, we only present the algorithm for deleting a single edge \( e \) in Alg. 2, and the algorithms for deleting nodes and multiple edges can be obtained in a similar way. In the algorithm, a key step is to invoke Alg. 1 to obtain the influence.

**NEAR-ADD: Adding Edges.** Next, we present NEAR-ADD which can estimate the learned embeddings when some new edges are inserted into the network. NEAR-ADD can be used to incrementally update the existing network embedding model when the network dynamically grows.

Suppose we are going to add an edge \( \hat{e} = (u, v) \notin E \), and the learned embeddings of \( \hat{G} = (V, \hat{E}) \) is \( \hat{\Theta}_{+\hat{e}} \), where \( \hat{E} = E \cup \{\hat{e}\} \). The basic idea is to first assume that the original objective function in Eq. (2) contains edge \( \hat{e} \) with weight 0, and then tune the weight from 0 to 1 by setting \( \epsilon = \frac{1}{|E|} \). The remaining steps are similar to the case of deleting edges, and we omit the detailed algorithms and equations for brevity.

**Algorithm Analysis.** Next, we analyze the proposed algorithms in terms of both effectiveness and efficiency.

**A - Approximation Error analysis.** We first analyze the effectiveness of NEAR-DEL and NEAR-ADD. As stated in the following lemma, there are two possible places where we could introduce the approximation error: one is from the approximation of the parameter change when edges are removed/inserted, and the other is from HVPs computation in Alg. 1.

**Lemma 2. Effectiveness of NEAR-DEL and NEAR-ADD.**

Let \( \hat{\Theta}_{e, e} \) be the parameters learned by retraining the network embedding model after we tune edge \( e \). We have that \( \hat{\Theta}_{e, e} = \hat{\Theta}_{e, e} \) if \( \epsilon \to 0 \) in Eq. (3), and it samples all possible edges with iteration number \( t \to \infty \) in Alg. 1.

Proof. Omitted for brevity. □

The above lemma means that when \( \epsilon \) is sufficiently small (or when the network size \(|E|\) is sufficiently large), and the iteration number \( t \) and sampled edge number \( l \) are sufficiently large, our approach will produce nearly the same embeddings as the retraining method.

**B - Complexity analysis.** The time complexity of NEAR-DEL and NEAR-ADD is summarized in the following lemma. It states that the proposed algorithms scale linearly w.r.t. the network size (i.e., the node number) when deleting/adding edges.

**Lemma 3. Time complexity of NEAR-DEL and NEAR-ADD.**

When \( m \) edges are deleted or added, NEAR-del/NEAR-add requires \( O(md|V|) \) time to generate the updated embeddings.

Proof. Omitted for brevity. □

**3.2 Identifying High-influential Edges**

Although the proposed algorithms in the previous subsection can efficiently quantify the influence of each edge with an \( O(md|V|) \) time complexity, identifying the most influential edges for network embedding could still be time-consuming when the network is large. This is because the overall time complexity would be \( O(md|V||E|) \) (\(|V| \) and \(|E| \) being numbers of nodes and edges of the input network), if we have to compute influence for every edge of the input network. In this subsection, we exploit the correlation between network topological properties and edge influence to design efficient filtering method. Specially, we study the edge properties that are related to node degree, PageRank value, structural hole, and triadic formation. In addition to speeding-up the computation, the correlation/linkage between network topology and edge influence can also help answer key questions to better understand the network embedding, e.g., what kinds of network topology make or break a network embedding algorithm (explainability)? how can we design effective attacking and defending algorithms for network embedding (adversarial mining)?
For completeness, we briefly explain how to compute these topological properties. The first property of node degree (which means how many edges are connected to the node) is relatively straightforward to understand. We compute two features related to the node degree for an edge \(e = (u, v)\), i.e., \(f_1 = d_u + d_v\), \(f_2 = |d_u - d_v|\), where \(d_u\) and \(d_v\) are the degrees of node \(u\) and \(v\), respectively. Here, \(f_1\) reflects the overall degree related to the edge, and \(f_2\) reflects the balance level of the two terminal nodes. For example, an edge with both large \(f_1\) and \(f_2\) means that this edge connects to a high-degree node and a low-degree node.

The second property PageRank ranks the importance of each node in a network. We use \(PR_u\) to indicate the PageRank value of node \(u\). Similar to the first property, we define \(f_3 = PR_u + PR_v\) and \(f_4 = |PR_u - PR_v|\) for edge \(e = (u, v)\).

As to the third property, a structural hole edge/node indicates that the edge/node serves as a mediator (to some extent) among two or more closely connected sub-networks. Following [3], we use the effective size \(ES_u\) to evaluate the strength of structural hole for each node \(u\). Then, for each edge \(e = (u, v)\), we compute its structural hole features as \(f_5 = ES_u + ES_v\) and \(f_6 = |ES_u - ES_v|\).

For the fourth property, we study the triadic formation of edges. The triadic formation value \(TP_e\) for edge \(e = (u, v)\) is defined as the number of closed triads that the edge belongs to, and a larger \(TP_e\) indicates that the edge is strongly clustered in the neighborhood. We directly use \(f_7 = TP_e\) as the feature.

With the above topological properties computed, we correlate them with the corresponding edge influence, and build a filtering pipeline for efficiently identifying high-influential edges. To efficiently compute the correlation, we sample a subset of edges for each property feature before computing the edge influence. Take node degree feature \(f_1\) as an example. We randomly select 100 edges, and then compute the Spearman correlation between the \(f_1\) values and the corresponding edge influence. We found that the node degree \((f_1\) and \(f_2\)) and the structural hole \((f_3\) are two significant positive indicators. Here, both \(f_1\) and \(f_2\) are positively correlated to edge influence, meaning that an edge connecting to a high-degree node and a low-degree node would be more influential than an edge connecting to two high-degree nodes. The readers may refer to Table 2 in the next section for detailed correlation results.

To build a filtering pipeline for identifying high-influential edges, we first filter out most (potentially) low-influential edges based on the node degree properties (i.e., \(f_1\) and \(f_2\), which can be computed very fast), and then compute the structural hole property for the remaining edges. In detail, if we aim to select \(K\) most influential edges, we first compute \(f_1\) and \(f_2\) for each edge, and select \(5K\) edges with the highest \(f_1\) and \(f_2\) values. Next, we compute the \(f_5\) value for these \(5K\) edges and return the top \(K\) of them.

4 EXPERIMENTAL EVALUATIONS

In this section, we present the experimental evaluations.

4.1 Experimental Setup

Datasets. We use two widely-used datasets in network embedding research: PPI and BlogCatalog [18]. PPI is a sub-graph of the Protein-Protein Interaction network for Homo Sapiens. The labels stand for biological states, and each protein may have multiple states.

BlogCatalog is a network of social relationships among the bloggers. The labels represent topic categories, and each blogger may have multiple topic categories. Both datasets are publicly available, and the statistics of the datasets are shown in Table 1.

Effectiveness Evaluation Protocol for Quantifying Edge Influence. To verify the effectiveness of the proposed auditing method for quantifying edge influence, we use edge deletion as the evaluation scenario. Specially, we consider two aspects to verify the effectiveness. The first aspect is about the accuracy of the updated embeddings compared to the retraining method. That is, we first randomly select an edge and delete it in the original network, and use NEAR-DEL to learn the new embeddings \(\hat{\Theta}_C\). We also use the retraining method which retrain the network embedding model on the new network to obtain the embeddings \(\hat{\Theta}_B\). The accuracy is defined as the similarity between \(\hat{\Theta}_C\) and \(\hat{\Theta}_B\). Ideally, \(\hat{\Theta}_C\) should be the same with \(\hat{\Theta}_B\). However, due to the non-convex nature of the problem and the stochastic nature in both the network embedding model and the proposed algorithms, the learned embeddings of two repetitive training processes may deviate from each other. Therefore, we do not directly compare the absolute embedding differences between \(\hat{\Theta}_B\) and \(\hat{\Theta}_C\). Instead, inspired by the kernel method in SVM, we define a metric called Relative Node Distance (RND) to measure their relative distance compared to the original embedding \(\Theta_A\).

Take Fig. 2 as an example. We assume that we are interested in whether the representation update is accurate for node \(y\). Instead of directly measuring the distance between the two embeddings of node \(y\), we compare the relative position of node \(y\) in the spaces of \(\hat{\Theta}_B\) and \(\hat{\Theta}_C\). Specially, we first normalize the learned embeddings, and then calculate three distance values (i.e., \(d_{x,y,A}\), \(d_{x,y,B}\), and \(d_{x,y,C}\) in Fig. 2) between node \(y\) and a randomly selected landmark node \(x\) in the embeddings learned from the original network, from the retraining method, and from the proposed NEAR-DEL, respectively. Ideally, the three values should satisfy \(d_{x,y,A} \approx d_{x,y,B} \approx d_{x,y,C}\) or \(d_{x,y,A} < d_{x,y,B} \approx d_{x,y,C}\). Therefore, we use \(\Gamma_y\) to denote the RND measurement for the target node \(y\) with landmark node \(x\), which is defined as

\[
\Gamma_y = \frac{d_{x,y,B} - d_{x,y,C}}{d_{x,y,A} - d_{x,y,C}}.
\]

where we compute the average \(\Gamma_{x,y}\) value over \(L\) landmark nodes. In this work, we randomly select 100 landmark nodes for each target node (i.e., \(L = 100\)). Smaller RND value indicates better quality of the proposed method, meaning that the distance between \(\hat{\Theta}_C\) and \(\hat{\Theta}_B\) is relatively smaller than that between \(\hat{\Theta}_C\) and \(\hat{\Theta}_A\).

The second aspect to verify the effectiveness is to use the embeddings in the downstream prediction tasks. In this work, we study the

Table 1: Statistics of datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of vertex</th>
<th># of edges</th>
<th># of labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPI</td>
<td>3,890</td>
<td>76,584</td>
<td>50</td>
</tr>
<tr>
<td>BlogCatalog</td>
<td>10,312</td>
<td>333,983</td>
<td>39</td>
</tr>
</tbody>
</table>
multi-label classification task. That is, we first calculate the Micro-F1 and Macro-F1 scores of accurately classifying the nodes based on the two embeddings of $\Theta_B$ and $\Theta_C$, and then compute the absolute differences between the scores. To reduce noise, we repeat the multi-label classification 10 times and return the averaged results of Micro-F1 and Macro-F1 scores. Further, we repeat the above process 100 times by randomly deleting 100 different edges (deleting one edge each time)\(^3\). Then, we report the mean absolute error (MAE) as well as its standard deviation over the deleted edges as the final results. In this experiment, we will also compare the proposed method with a baseline that updates the node embeddings by directly computing the gradients of the deleted edges.

For the second aspect, we also verify the proposed extension for more general context networks. We take $p = 2$ in Eq. (7) as an example, and use the updated embeddings in the multi-label classification task. In this experiment, we delete/add one edge in the original network, and sample $q$ edges based on NEAR in the difference of the context network. Note that the $q$ edges are sampled based on the filter pipeline described in Subsection 3.2. We set $q=10$, 20, 30, 40, and 50. Similarly, we repeat the experiments 10 times and report the averaged MAE results of the prediction differences between the retrained embeddings ($\hat{\Theta}_B$) and the updated embeddings ($\hat{\Theta}_C$).

**Effectiveness Evaluation Protocol for Identifying High-influential Edges.** Here, we check if our method can identify more influential edges than the baselines in the context of both multi-label classification and adversarial attacking.

For the multi-prediction task, we check if the downstream prediction performance of the learned embeddings can be significantly affected by deleting the identified edges by NEAR. For this purpose, we select 1, 10, and 20 edges returned by the proposed auditing framework, and randomly select the corresponding numbers of edges for comparison (the latter one is denoted as ‘random method’). We compute the differences of Micro-F1 and Macro-F1 scores on the multi-label classification task before and after these edges are deleted. We repeat this process 50 times and report the average differences of Micro-F1 and Macro-F1 scores to see the effect of these deleted edges. We also test the significance of the differences between the results returned by NEAR and the random method using paired t-test.

\(^3\)Choosing more edges would be too time-consuming for the retraining method.

For the adversarial attacking task, we conduct a vulnerability analysis by poisoning the training data. Specially, the attacking goal is to change a target node’s prediction by manipulating this node (i.e., adding a few edges). Suppose $\hat{\Theta}$ contains the embeddings learned from the original network $G$, and $\hat{\Theta}'$ contains the embeddings learned from the network $G + \Delta G$, where $\Delta G$ contains the edges we aim to add. Defining $f(\hat{\Theta})$ and $f(\hat{\Theta}')$ as the prediction results of the corresponding embeddings, the attacking goal is to maximize the following objective function,

$$h(f(\hat{\Theta}), f(\hat{\Theta}'))$$

$$\text{s.t. } |\Delta G| \leq K,$$

where $h$ is the function that measures the difference between the two predictions, and we constrain that there could be at most $K$ edges to be added. We use the multi-label classification task for the $f$ function. For the $h$ function, we define two metrics related to attacking ability (i.e., $AA$ and $CAA$) as follows.

The first metric is $AA$, which is defined as the ratio between the number of misclassified labels and the number of correct labels,

$$AA = 1 - \frac{|C_c \cap C_m|}{|C_c|},$$

where $C_c$ contains the correctly classified classes by the original embeddings and $C_m$ contains the predicted classes after manipulation. We also define the second $h$ function $CAA$, which measures the ability to modify any predicted classes compared with the original ones.

$$CAA = \begin{cases} 1, & C_c \neq C_m; \\ 0, & \text{otherwise.} \end{cases}$$

Basically, these metrics measure the ability to mislead the predictions, and larger $AA$ and $CAA$ mean better attacking ability.

**Efficiency Evaluation Protocol.** For efficiency, we record and compare the wall-clock time of NEAR-Del and the retraining method. All the methods are run on the same machine with 64G memory and 4 CPU cores (at 4.0GHZ using 8 threads). For the parameters of the proposed algorithms, we set $l = 1,000$ and $r = 10$ in Alg. 1.

### 4.2 Effectiveness Results

(A) Relative Node Distance Measurement for NEAR-Del. We first present the Relative Node Distance (RND) results of the proposed algorithm NEAR-Del in terms of updating the node embeddings. We randomly delete one edge each time, and then repeat this process 100 times.

![Figure 2: An illustration of the Relative Node Distance measurement. A, node embeddings learned on original network. B, node embeddings learned by the retraining method. C, node embeddings learned by NEAR-Del.](image)
times to obtain 100 different RND values. For each RND value, we compute it 100 times and report the average result. The result on the PPI data with embedding dimension 128 is shown in Fig. 3. Similar results are observed on the BlogCatalog data, and are omitted for brevity. RND = 1 is a reference line where we do not update the embeddings at all. As we can see from the figure, the median RND value is around 0.4 and almost all the RND values are between 0 and 0.7, which means that the distance between the embedding updated by NEAR-DEL and the retrained embedding is relatively smaller than the distance between the embedding updated by NEAR-DEL and the original embedding. In other words, NEAR-DEL is accurate in terms of updating the embedding results from the original place to the retrained place.

(B) Downstream Prediction Task Measurement for NEAR-DEL. Next, we measure the effectiveness of the proposed algorithm NEAR-DEL based on the performance on the downstream prediction task. The MAE results of the prediction differences between the retrained embeddings (\(\tilde{\Theta}_B\)) and the updated embeddings (\(\tilde{\Theta}_C\)) are shown in Fig. 4. We fix the percentage of training data to 50%, and report the average results of 100 experiments. The x-axis of the figure indicates the number of edges to delete each time, and the y-axis is MAE. We can observe that as the number of deleted edges increases, the MAE values also increase. This is consistent with our error analysis as the approximation error might be accumulated over time. Nonetheless, even with 20 edges deleted, the relative error is smaller than 1% on both datasets (0.18%-0.96% on PPI and 0.19%-0.74% on BlogCatalog).

To further show the effectiveness of the proposed algorithm, we compare it with two baseline methods. The first baseline (denoted as ‘Gradient’) directly computes the gradients of the deleted edges and updates the embeddings accordingly [42]. The second baseline (denoted as ‘Original’) assumes no update with edges deleted. That is, it computes the MAE between the prediction results of the original embedding \(\tilde{\Theta}_A\) and retrained embedding \(\tilde{\Theta}_B\). The results on the PPI data are shown in Fig. 5. As we can see, the MAE values between the original embeddings and retrained embeddings are significantly larger than the proposed NEAR-DEL. This indicates that even a small number of edges are deleted/added, it would be crucial to retrain/update the embeddings instead of directly using the original model. The MAE values of the Gradient baseline are also relatively larger than NEAR. This result indicates the effectiveness of the proposed NEAR-DEL. Overall, the proposed algorithm bears little quality loss compared to the retraining method in terms of quantifying the edge influence.

(C) Correlation Results of Network Topological Properties. Next, we check whether the identified high-influential edges would have

---

![Figure 3](image-url)  
Figure 3: Relative node distance measurement on the node embeddings. NEAR-DEL can accurately update the node representations.

![Figure 4](image-url)  
Figure 4: The effectiveness results of deleting multiple edges. The proposed method has little quality loss compared to the retraining method.

![Figure 5](image-url)  
Figure 5: The effectiveness comparisons of NEAR-DEL and baseline methods on deleting edges. The proposed method outperforms the baseline methods in terms of obtaining the updated node embeddings.

<table>
<thead>
<tr>
<th>Property</th>
<th>Description</th>
<th>Correlation</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_1)</td>
<td>(d_u + d_v)</td>
<td>0.6604</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(f_2)</td>
<td>(</td>
<td>d_u - d_v</td>
<td>)</td>
</tr>
<tr>
<td>(f_3)</td>
<td>(</td>
<td>PR_u + PR_v|)</td>
<td>0.4084</td>
</tr>
<tr>
<td>(f_4)</td>
<td>(</td>
<td>PR_u - PR_v</td>
<td>)</td>
</tr>
<tr>
<td>(f_5)</td>
<td>(</td>
<td>ES_u + ES_v</td>
<td>)</td>
</tr>
<tr>
<td>(f_6)</td>
<td>(</td>
<td>PR_u - PR_v</td>
<td>)</td>
</tr>
<tr>
<td>(f_7)</td>
<td>(</td>
<td>TF_e</td>
<td>)</td>
</tr>
</tbody>
</table>

Table 2: Spearman correlations between edge property and edge influence.
Table 3: The effectiveness of NEAR for identifying influential edges for the multi-label classification task. The selected edges by the proposed NEAR have a relatively larger effect on the learned embeddings. That is, when a few edges are deleted by NEAR, the performance of the learned embeddings in terms of the downstream prediction task would significantly decrease. (∗ indicates the result is significantly smaller than the randomly selected edges with p-value< 0.01, and ◦ indicates no significant difference.)

<table>
<thead>
<tr>
<th>Edges</th>
<th>1 edge</th>
<th>10 edges</th>
<th>20 edges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Micro-F1 (%)</td>
<td>Macro-F1 (%)</td>
<td>Micro-F1 (%)</td>
</tr>
<tr>
<td>random edges</td>
<td>-0.0322</td>
<td>-0.0856</td>
<td>-0.0388</td>
</tr>
<tr>
<td>Top ND edges</td>
<td>-0.0193 ∗</td>
<td>-0.0635 ∗</td>
<td>0.0445 ∗</td>
</tr>
<tr>
<td>selected edges by NEAR</td>
<td>-0.1634 •</td>
<td>-0.1975 •</td>
<td>-0.1462 •</td>
</tr>
</tbody>
</table>

significant impact in terms of multi-label classification and adversarial attacking. Before that, we first present the correlation results between the edge properties and the edge influence. We compute the Spearman correlation between each edge property/feature and the corresponding edge influence. The results are shown in Table 2. As we can see from the table, the structural hole feature $f_3$ has the highest correlation with edge influence (the correlation coefficient is 0.8995). This result indicates that the structural hole is perhaps the most indicative property for high edge influence. In addition, the node degree features ($f_1$ and $f_2$) are also positively correlated. This result indicates that edges connecting to a high-degree node and a low-degree node tend to have a larger influence on the learned embeddings, than edges connecting to two high-degree nodes.

(D) Multi-label Classification Results for NEAR. Here, we check if the identified high-influential edges by NEAR have a significant effect on the multi-label classification task. That is, we delete the selected edges by NEAR, update the learned embeddings, and test the performance of the embeddings in the multi-label classification task. The results are shown in Table 3, where we also report the results of the random method and the method of deleting edges based on node degree feature $f_1$. The random method randomly deletes edges, and the ‘ND’ method deletes edges with highest $f_1$ values.

We can observe from Table 3 that when the deleted high-influential edges are selected by NEAR, the performance of the learned embeddings in the multi-label classification task would significantly decrease. Recall that NEAR selects edges based on the structural hole property ($f_3$) in the last step. This means that the structural hole property has a relatively large impact on the learned embeddings, i.e., when a few such edges are deleted, the performance of the learned embeddings would significantly decrease. Moreover, we can observe from Table 3 that even when a single structural hole edge is deleted, it can significantly decrease the performance of the learned embeddings. In contrast, deleting, for instance, the ‘Top ND edges’ would have little impact on the learned embeddings. This is consistent with our intuition, i.e., deleting an edge that belongs to a high-degree node would have less influence on the embedding results compared to deleting a structural hole edge, as the latter has a larger influence on the network connectivity.

(E) Adversarial Attacking Results for NEAR. Next, we use NEAR to add some high-influential edges for a given target node, and check if such manipulations could mislead the node prediction results in the multi-label classification task. For a target node, we are allowed to add $K$ edges where $K$ is set to 1, 3, 7, and 10 in our experiments. We randomly choose 50 target nodes whose degree is between 30 and 50, and report the average attacking ability results on the PPI data in Table 4. For comparison, we also report the results of the ‘random’ method and the ‘degree’ method. The random method randomly selects edges to add. The degree method selects edges that have larger $f_1$ values. Note that directly computing the edge influence for each target node would be computationally expensive as the time complexity is $O(mdV^2)$.

As we can see from the table, choosing the influential edges as quantified by the proposed method can significantly mislead the classification results. For example, when adding one single edge, half of the node prediction results will be changed, and 40.3% labels cannot be correctly predicted. When adding 10 edges, 74% node predictions will be changed, and 63.1% labels cannot be correctly predicted. As to the competitors, when 10 edge are added, the random method can only change the predictions of 40% nodes and mislead 34.5% labels, while the degree method can change the predictions of 52% nodes and mislead 49.6% labels.

Overall, NEAR can identify high-influential edges that effectively affect the multi-label classification performance, and locate vulnerable edges to manipulate for adversarial attacking.

4.3 Efficiency Results

Finally, we present the efficiency results. In particular, we delete several edges each time and report the average wall-clock time of the retraining method and our methods for quantifying edge influence. The results are shown in Fig. 6 where the y-axis is in log scale. As we can see, the proposed methods are significantly faster than the retraining method. For example, on the BlogCatalog data, the proposed method achieves 100× to 2,000× speedup when 1 - 20 edges are deleted each time. Additionally, the proposed method scales linearly w.r.t. the number of deleted edges, which is consistent with the algorithm analysis in Subsection 3.1.

Table 4: The effectiveness of NEAR for identifying influential edges for adversarial attacking. NEAR can effectively find the vulnerable edges to manipulate.

<table>
<thead>
<tr>
<th>Add $K$ edges</th>
<th>1</th>
<th>3</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$AA_{rand}$</td>
<td>$AA_{degree}$</td>
<td>$AA_{NEAR}$</td>
<td>$CAA_{rand}$</td>
</tr>
<tr>
<td></td>
<td>0.287</td>
<td>0.303</td>
<td>0.311</td>
<td>0.345</td>
</tr>
<tr>
<td></td>
<td>0.371</td>
<td>0.384</td>
<td>0.457</td>
<td>0.496</td>
</tr>
<tr>
<td></td>
<td>0.403</td>
<td>0.554</td>
<td>0.527</td>
<td>0.631</td>
</tr>
</tbody>
</table>
In this section, we briefly review the related work, including network embedding models, explainable learning methods, and adversarial learning methods on network embedding. Since network embedding is a very active research area, here we only cover the most relevant existing network embedding models. We refer readers to some recent surveys [4, 9, 20, 47] for more details.

Network Embedding Models. The basic network embedding methods take the network structure as input and aim to learn the node representations via context network construction and different objectives. For example, several researchers propose to apply the skip-gram model [31, 32] to learn the node representations (e.g., DeepWalk [37], LINE [42], Node2Vec [18] and DPPW [14]). Others apply low-rank matrix approximation (e.g., GraRep [5] and NetMF [38]), or neural network models such as autoencoders (e.g., DNGR [6], NetRA [54] and SDNE [43]) and adversarial networks (e.g., ANE [11] and GraphGAN [44]).

Built upon the basic network embedding models, various extensions have been proposed in literature. The most studied extensions include handling node attributes during the embedding process [7, 16, 19, 22, 27, 28, 30, 49–51], and incorporating the supervision labels under a semi-supervised setting [17, 21, 24, 35, 40, 41, 52]. There also exist other extensions. For example, Wang et al. [46] propose to preserve the community structure when such information is available; Ou et al. [34] and Zhou et al. [55] pay special attention to directed networks by computing direction-aware proximities; Wang et al. [45] and Kim et al. [23] focus on signed networks where there exist both positive and negative links; Xu et al. [48], Dong et al. [13], and Fu et al. [15] target on heterogeneous networks with nodes/edges of different types. Orthogonal to the above models, our focus is on how to determine the influence of a small network change on the learned embeddings.

The most related work is DANE [26], HTNE [58], CTDNE [33], DynamicTriad [56], and NetWalk [53], whose focus is to incrementally learn the node embeddings. However, they build their methods with their own network embedding models (based on eigendecomposition, Hawkes process, temporal random walk, triadic closure process, and network streams, respectively). In contrast, our proposed method can potentially update many existing network embedding methods that are built upon the widely-used skip-gram model. Liu et al. [29] also aim to interpret network embedding. Their focus is to connect the learned embeddings with the node attributes, while our focus is to quantify the influence of edges.

Explainable Learning. Understanding and interpreting the complex machine learning models have been receiving tremendous attention in recent years. Typically, existing methods treat machine learning models as black-box systems and study how a fixed model leads to particular prediction. For example, researchers propose to perturb either the test points [1, 12] or the training points [25] to see how the prediction changes. In this work, we propose a network embedding auditing framework to help better understand network embedding models. Based on this framework, we can efficiently analyze the influence of different edges on the embedding results, and incrementally update the learned embeddings when the network changes.

Adversarial Learning. Some recent work has focused on the adversarial learning of network embedding models. For example, Zügner et al. [57] learn the adversarial attacks on a surrogate of the semi-supervised neural network based network embedding models (e.g., GCN [24]); Dai et al. [10] formulate the problem as a Markov decision process and propose a reinforcement learning method to attack against supervised graph neural networks. In contrast to these two proposals, we study the adversarial attacks on the unsupervised skip-gram based network embedding.

6 CONCLUSIONS

In this paper, we propose to discern edge influence as the first step towards understanding network embedding methods built upon the skip-gram model. We propose a network embedding auditing framework near to efficiently quantify edge influence and identify high-influential edges. We instantiate two algorithms supporting edge deletion and addition, and correlate edge influence with network topological properties to efficiently identify high-influential edges. The experimental results demonstrate that the proposed method is accurate in terms of quantifying the edge influence, and in the meanwhile it is much more efficient than the retraining method. Moreover, the proposed method helps better understand network embedding and identify high-influential edges in the tasks of multi-label classification and adversarial attacking. There are also some interesting findings in the experiments. For example, even when a single structural hole edge is deleted, it could significantly decrease the performance of the learned embeddings in the downstream prediction task.

The proposed auditing method could provide a critical building block for future research in multiple directions, including (1) auditing embedding on attributed and/or dynamic networks, (2) more comprehensive attacking strategies for network embedding, and (3) robust network embedding.
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