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Abstract—A consistency/latency tradeoff arises as soon as a distributed storage system replicates data. For low latency, distributed storage systems often settle for weak consistency conditions, providing little guarantee on data consistency. In this paper, we propose the notion of almost strong consistency as an option for the consistency/latency tradeoff. It provides both deterministically bounded staleness of data versions for reads and probabilistic quantification on the rate of “reading stale data”, while achieving low latency. We then investigate almost strong consistency in terms of probabilistically-atomic 2-atomicity. Our PA2AM algorithm for the single-writer model completes each read in one communication round-trip, and guarantees that each read obtains the value of within the latest two versions. To quantify the rate of “reading the stale version”, we decompose the so-called “old-new inversion” anomaly into long-lived-write concurrency patterns and non-monotonic read-write patterns, and propose a queueing model and a timed balls-into-bins model to analyze them, respectively. The probabilistic analysis not only demonstrates that old-new inversions rarely occur, but also reveals that the read-write pattern dominates in preventing them from occurring. These are then supported by our experiments. To further demonstrate the benefits of probabilistically-atomic 2-atomicity, we also compare it to weak consistency conditions.

Index Terms—Almost strong consistency, probabilistically-atomic 2-atomicity, consistency/latency tradeoff, bounded staleness, quantifying consistency conditions

1 INTRODUCTION

Distributed storage systems [1], [2], [3], [4] underlying today’s Internet services are expected to be fast, always available, highly scalable, and partition tolerant. To this end, they typically replicate data across machines and even data-centers, at the expense of introducing data inconsistency.

As soon as a storage system replicates data, a tradeoff between consistency and latency arises [5]. This consistency/latency tradeoff arguably has been highly influential in system design as it exists even when there are no network partitions [5]. In distributed storage systems, latency is widely regarded as a critical factor for a large class of applications. For instance, the experiments from Google [6] demonstrate that increasing web search latency 100 to 400 ms reduces the daily number of searches per user by 0.2 to 0.6 percent. Thus, most storage systems are designed for low latency in the first place. They often sacrifice strong consistency and settle for weaker ones, such as eventual consistency [2], [7], per-record timeline consistency [3], and causal consistency [8]. However, such weak consistency conditions usually provide little, or even worse, no guarantee on data consistency. Specifically, they neither make any deterministic guarantee on the staleness of the data returned by reads nor provide probabilistic hints on the rate of violations with respect to the desired strong consistency.

In this paper we propose the notion of almost strong consistency as an option for the consistency/latency tradeoff. Though low latency is highly desirable in practical systems, there are usually theoretical lower bounds on the achievable latency to assure strong consistency conditions [9], [10], [11], [12]. Here a natural question arises: “What (strong) consistency condition can be achieved if low latency is a prerequisite?”. Inspired by this question, almost strong consistency first demands an implementation with low latency, thus circumventing the theoretical lower bounds, but at the cost of data inconsistency. On the other hand, to prevent from sacrificing too much consistency, it requires deterministically bounded staleness of data versions for each read. Therefore, the users are confident that out-of-date data is still useful as long as they can tolerate certain staleness. Furthermore, it provides a probabilistic quantification on the low rate of “reading stale data”. This ensures that the users are actually accessing up-to-date data most of the time.

We illustrate the idea of almost strong consistency with two scenarios. First, in the taxi transportation system, each taxi periodically reports its location data to the data server. Due to the natural locality of the update and request of location data, the city is partitioned into multiple areas and a data server is deployed in each area. The location data is replicated among all the data servers. This way the users all over the city can request the location data via a mobile application like Uber [13]. Though consistency is a desirable property, the user may be more concerned about how long he has to wait before his query can be served. Thus, the application may
trade certain consistency for low latency, as long as the inconsistency is bounded and the application can still access up-to-date data most of the time [14]. Second, we consider a location-based mobile application, called “meet-up”, that helps a group of people meet at some place, such as a restaurant, at the appointed time. People involved in these situations are often eager to know where everyone else is right now. Thus they participate, through their mobile phones, in a peer-to-peer network. The location of each phone is replicated at all the phones in the network. Each phone updates its location at its own rate and every phone is able to access the data at any time. Stale location data is acceptable as long as the staleness is deterministically bounded at a low level. Moreover, a high probabilistic guarantee of obtaining the latest data for each read would be quite desirable.

In distributed (key-value) storage systems, we investigate the generic notion of almost strong consistency in terms of probabilistically-atomic 2-atomicity,1 with respect to atomicity [15] (a.k.a linearizability [16]). Atomicity is an ideally strong consistency condition, requiring each read to return the latest data version. Unfortunately, it has been theoretically proved that atomicity generally does not admit low-latency implementations, that complete each read operation in one communication round-trip [10]. For example, the ABD algorithm [17] for emulating atomic registers requires each read to complete in two round-trips. First of all, probabilistically-atomic 2-atomicity, as an option for the consistency/latency tradeoff, circumvents this impossibility result by giving priority to low latency and achieving as strong consistency as possible.

Second, with low latency in the first place, probabilistically-atomic 2-atomicity enforces the 2-atomicity semantics, which is a special case of k-atomicity [18] and guarantees that the value returned by each read is of one of the latest two versions. In our transportation system example, the taxi location data can still be useful if the data returned is no more stale than the previous version to the latest one. This is mainly because the location data cannot change abruptly and the taxi frequently updates its location.

Third, probabilistically-atomic 2-atomicity provides a probabilistic quantification on the rate of violations of atomicity, another perspective for expressing how strong consistency is “almost” guaranteed. In our transportation system example, since the user may request the location data of a number of taxis, the inconsistent data may not affect the quality of service experienced by the user, as long as only a small portion of the query return slightly stale data.

As required, our PA2AM algorithm guarantees 2-atomicity and completes each read in one round-trip. To quantify the rate of atomicity violations incurred in the PA2AM algorithm, we decompose the so-called old-new inversion anomaly [10], [19] into two patterns: Long-lived-write concurrency pattern and non-monotonic read-write pattern. We then propose a stochastic queueing model and a timed balls-into-bins model to analyze the two patterns, respectively. The probabilistic analysis not only demonstrates that old-new inversions rarely occur as expected, but also reveals that the read-write pattern dominates in preventing them from occurring.

1. Our use of “atomicity” concerns correctness of concurrent objects. Do not confuse it with the all-or-none property in transactions.

We have implemented a prototype distributed storage system among mobile phones, which provides 2-atomic data access based on the PA2AM algorithm and atomic data access on the ABD algorithm. The read latencies in our PA2AM algorithm have been significantly reduced, compared to those in the ABD algorithm. More importantly, the experimental results have supported our probabilistic analysis. Specifically, the proportion of old-new inversions incurred in the PA2AM algorithm is typically less than 0.01 percent. Furthermore, the proportion of read-write patterns among concurrency patterns (e.g., about 0.01 percent in some setting) is much less than that of concurrency patterns themselves (e.g., more than 50 percent in the same setting).

By comparing probabilistically-atomic 2-atomicity to weak consistency conditions, we find that probabilistically-atomic 2-atomicity brings the best of both worlds: it shares the performance advantage of weak consistency such as eventual consistency, and it has the statistically “almost strong” feature with respect to strong consistency, namely, atomicity. Thus, probabilistically-atomic 2-atomicity would be arguably as valuable an addition to the consistency/latency spectrum.

The paper is organized as follows. Section 2 proposes the generic notion of almost strong consistency and investigates it in terms of probabilistically-atomic 2-atomicity. Section 3 presents the low-latency PA2AM algorithm which satisfies 2-atomicity. Section 4 quantifies the atomicity violations incurred in the PA2AM algorithm. Section 5 presents the prototype storage system and experimental results. Section 6 reviews the related work. Section 7 concludes.

2 ALMOST STRONG CONSISTENCY

In this section, we propose the generic notion of almost strong consistency, and instantiate it in terms of probabilistically-atomic 2-atomicity, in distributed storage systems.

2.1 Generic Notion of Almost Strong Consistency

The distributed storage system consists of a fixed number n of replicas that communicate through message passing (Fig. 1). Each replica maintains a subset of replicated key-value pairs (also referred to as registers). That is, we assume the partial replication model. The distributed storage system supports two kinds of operations to an arbitrary (but finite) number of N clients: 1) storing a value associated with a key, denoted write(key, value); and 2) retrieving a value associated with a key, denoted value ← read(key). (The system model has decoupled the roles of replicas and clients, thus covering...
both scenarios described in Section 1.) Being replicated, different versions of the same register may co-exist in the distributed storage system. The concept of consistency conditions is then introduced to constrain the possible data versions that are allowed to be returned by each read. Particularly, strong consistency requires each read to obtain the latest data version according to some sequential order (discussed later in Section 2.2).

Being an option for the consistency/latency tradeoff, the notion of almost strong consistency generalizes the traditional strong consistency in three aspects:

1) It demands an implementation with low latency, thus circumventing the theoretical lower bounds on latency, but at the cost of data inconsistency.
2) It provides deterministically bounded staleness of data versions for each read; and
3) It also provides a probabilistic quantification on the rate of “reading stale data”.

We emphasize that the generic notion of almost strong consistency not only specifies the allowable behavior of each read as the traditional consistency conditions do, but also is concerned with performance and analytical aspects of protocols.

2.2 Almost Strong Consistency in Terms of Probabilistically-Atomic 2-Atomicity

In distributed (key-value) storage systems, we investigate almost strong consistency in terms of probabilistically-atomic 2-atomicity. As preliminaries, we first review atomicity [20], focusing on read/write registers. From the view of clients, each operation is associated with two events: an invocation event and a response event. For a read (on a specific key), the invocation is denoted read(key), and its response has the form ack(value), returning some value to the client. For a write, the invocation is denoted write(key, value), and its response is an ack, indicating its completion. We consider an asynchronous system, meaning that there is no real global time available to either the clients or the replicas. However, for specification, correctness proof, and offline analysis, we assume an imaginary global clock and all the events are time-stamped with respect to it [15]. Among all the writes, we posit, for each register, the existence of a special one which writes the initial value, at the very beginning of the imaginary global clock.

An execution $\sigma$ of a distributed storage system is a sequence of invocations and responses. An operation $o_1$ precedes another operation $o_2$, denoted $o_1 \prec_\sigma o_2$ (or $o_1 \prec o_2$ if $\sigma$ is clear from the context), if and only if the response of $o_1$ occurs in $\sigma$ before the invocation of $o_2$. Two operations are considered concurrent (or called, overlapping) if neither of them precedes the other. An execution $\sigma$ is said to be well-formed if each client invokes at most one operation at a time, that is, for each client $p_i$, $\sigma[i]$ (the subsequence of $\sigma$ restricted on $p_i$) consists of alternating invocations and matching responses, beginning with an invocation. A well-formed execution $\sigma$ is sequential if for each operation in $\sigma$, its invocation is immediately followed by its response.

Intuitively, atomicity requires each operation to appear to take effect instantaneously at some point between its invocation and its response. More precisely, if for each of its well-formed executions $\sigma$, there exists a permutation $\pi$ of all the operations in $\sigma$ such that $\pi$ is sequential and

- [real-time requirement] If $o_1 \prec_\sigma o_2$, then $o_1$ appears before $o_2$ in $\pi$; and
- [read-from requirement] Each read returns the value written by the most recently preceding write in $\pi$ on the same key.

We present the PA2Am algorithm, a low-latency implementation for 2-atomicity, meeting the first two conditions of probabilistically-atomic 2-atomicity. Specifically, the PA2AM algorithm emulates 2-atomic, single-writer multi-reader registers, and completes each read in one round-trip. We highlight that the PA2AM algorithm and its probabilistic analysis in Section 4 are only for the single-writer model, and we discuss the multi-writer model in Section 7.

Similarly, a distributed storage system is also said to emulate 2-atomic registers if it satisfies 2-atomicity. Probabilistically-atomic 2-atomicity instantiates the generic notion of almost strong consistency as follows.

Definition 2.3. Probabilistically-atomic 2-atomicity consists of three parts:

1) It demands a low-latency implementation, thus circumventing the impossibility result on read latency required for atomicity [10], but at the cost of data inconsistency.
2) It enforces 2-atomicity, guaranteeing that each read obtains the value of within the latest two versions.
3) It provides a probabilistic quantification on the rate of actually reading the stale data version.

Section 3 presents a low-latency implementation for 2-atomicity, meeting the first two conditions of probabilistically-atomic 2-atomicity. Section 4 quantifies its atomicity violations, meeting the third condition.
a whole is composed of multiple single-writer registers. Each register is associated with a single user, the only one who can write it. All users can read all registers. Typical scenarios include the taxi transportation system and the “meet-up” application described in Section 1. Theoretically, atomic, single-writer registers are computationally equivalent to atomic, multi-writer registers [20]. Furthermore, single-writer registers are powerful enough to solve some classical synchronization problems [20] in which multiple processes communicate by writing their own registers and reading others.

3.1 The PA2AM Algorithm
We use the asynchronous, crash-stop failure model, in which: 1) Each communication channel is reliable and FIFO. This can be easily built on top of a basic message-passing network where messages can be delayed, lost, or delivered out of order, but they are not corrupted, e.g., by following the “communicate” procedure in [17]; and 2) Any subset of clients and a minority of replicas may crash.

The PA2AM algorithm is adapted straightforward from the ABD algorithm (specifically, the unbounded emulator) in [17] for atomicity. It makes use of versioning, and relies on the majority communication rule that requires each read/write operation to contact all the replicas and wait for acknowledgments from a majority of them before completing. Specifically,

- **write(key, value)**: To write a value to a specific key, the single writer first generates a larger version (e.g., the next local sequence number) than it has ever used, associates it with the key-value pair, sends the versioned key-value pair to all the replicas for this key, and waits for acknowledgments from a majority of them.

- **read(key)**: To read from a specific key, the reader first queries and collects a set of versioned key-value pairs from a majority of the replicas for this key, from which it chooses the one with the largest version to return.

Each replica replaces its key-value pair whenever another one with a larger version from a write is received. It responds to the queries from reads with the versioned key-value pair it currently holds.

The pseudo-code for read/write operations and the replicas appears in Algorithm 1. Clearly, we have

**Proposition 3.1.** The PA2AM algorithm completes each read operation in one communication round-trip.

The PA2AM algorithm differs from the ABD algorithm [17] only in the read procedure. Each read of the PA2AM algorithm does not spend a second round-trip propagating the returned value (along with its version) to a majority of the replicas. The second round-trip of read in [17] (often referred to as the “write back” phase) is required to avoid old-new inversions, where two non-overlapping reads, both overlapping a write, obtain out-of-order values [10], [19]. As proved in the following section, the PA2AM algorithm, intentionally ignoring the write back phase, indeed achieves the emulation of 2-atomic, single-writer registers. As far as we know, this is a new contribution.

**Algorithm 1.** The PA2AM Algorithm Emulating 2-Atomic, Single-Writer Registers

| 1: procedure write(key, value) | for the writer |
| 2: increment (local) version for this key |
| 3: pfor each replica s for key | pfor: parallel for |
| 4: send [update, key, value, version] to s |
| 5: wait for [ACK]s from a majority of them |
| 6: read key |
| 7: until a majority of them respond |
| 8: return val with the largest ver in vals |

**3.2 Correctness Proof of the PA2AM Algorithm**
We prove that, in the PA2AM algorithm, the value returned by each read is of within the latest two versions. It is a case-by-case analysis, concerning the partial order among and the semantics of read/write operations.

**Theorem 3.1.** The PA2AM algorithm achieves the emulation of 2-atomic, single-writer multi-reader registers, thus providing deterministically bounded (i.e., 2) staleness of data versions for each read.

**Proof.** First, 2-atomicity is a local property [16], [21], meaning that an execution is 2-atomic if and only if for each register, the sub-execution of operations on that specific register is 2-atomic. Thus we can assume that all the operations involved in the following correctness proof are performed on the same register.

According to the definition of 2-atomicity, it suffices to identify a permutation π of any execution of the PA2AM algorithm, and to prove that π is sequential and satisfies both the “real-time requirement” and the “weak read-from requirement”.

For any execution σ, we construct its permutation π in the following manner:

- All the write operations issued by the single writer are totally ordered according to the versions they use.
- The read operations are scheduled one by one in order of their invocation time: A read i that reads

2. The “if-then” statement should be executed atomically when run in the multi-threaded mode.
3. The locality of 2-atomicity can be easily proved by following the proof of the locality of atomicity [16].
from a write \( w \) is scheduled immediately after both \( w \) and all the read operations preceding (i.e., \( <_\varphi \) \( r \)) (which have already been scheduled).

Clearly, this permutation \( \pi \) is sequential and satisfies the “real-time requirement” of 2-atomicity. It remains to show that it also satisfies the “weak read-from requirement” for each read. This argument is a case-by-case analysis, concerning the partial order among and the semantics of read/write operations.

For an operation \( o \), let \( o_{st} \) denote its start time (i.e., the time of its invocation event), \( o_{ft} \) its finish time (i.e., the time of its response event), and \( [o_{st}, o_{ft}] \) its time interval (Fig. 2 for an example). We also write \( r = R(w) \) to denote the “read-from” relation in which the read \( r \) reads from the write \( w \).

For any read operation \( r \), we consider two exhaustive cases according to whether there are concurrent write operations with it in the execution \( \sigma \).

CASE 1: There is no concurrent write with \( r \). Due to the majority communication rule, \( r \) must read from its most recently preceding write \( w \), and hence in \( \pi \), it is scheduled between \( w \) and the next write.

CASE 2: There are concurrent writes with \( r \), among which the earliest one in time is denoted \( w \). Then for \( w \), \( r_{st} \in [w_{st}, w_{ft}] \) holds. There are two sub-cases according to the write from which \( r \) reads.

CASE 2.1: \( r \) reads from some concurrent write. In this case, \( r \) is scheduled in \( \pi \) between this write and its next one, since any reads preceding \( r \) cannot read from any writes later than \( w \).

CASE 2.2: \( r \) reads from its most recently preceding write in \( \sigma \) (denoted \( w' \)). Namely, \( r = R(w') \). CASE 2.1 and CASE 2.2 are exhaustive since \( r \) cannot read from either any earlier writes than \( w' \) due to the majority communication rule or any writes it precedes. We now consider two exhaustive cases about other read operations than \( r \) (shown in Fig. 2).

CASE 2.2.1: There is no read \( r' \) that precedes \( r \) in \( \sigma \) and is concurrent with \( w \). Formally, \( \exists r': r' \in [w_{st}, r_{st}] \). In \( \pi \), \( r \) is scheduled between \( w' \) and its next write.

CASE 2.2.2: There is some read \( r' \) that precedes \( r \) and is concurrent with \( w \). Formally, \( \exists r': r' \in [w_{st}, r_{st}] \). Distinguish two exhaustive cases.

CASE 2.2.2.1: \( r' \) does not read from \( w \). In \( \pi \), \( r \) is scheduled between \( w' \) and its next write \( w \), since \( r' \) cannot read from any writes later than \( w \) either.

CASE 2.2.2.2: \( r' \) reads from \( w \). Namely, \( r' = R(w) \). In this case, we obtain an old-new inversion (Fig. 2), where two non-overlapping reads (i.e., \( r \) and \( r' \)), both overlapping a write (i.e., \( w \)), obtain out-of-order values. In \( \pi \), both \( r \) and \( r' \) are scheduled between \( w \) and its next write (i.e., \( \dot{w} \) in Fig. 2). Consequently, \( r \) reads from \( w' \) which is its second most recently preceding write in \( \pi \), satisfying the “weak read-from requirement” of 2-atomicity.

In conclusion, the permutation \( \pi \) satisfies the “weak read-from requirement” of 2-atomicity in all cases. Moreover, CASE 2.2.2.2 (and thus the old-new inversion anomaly) is the only case which leads to the violations of atomicity.

4 QUANTIFYING THE ATOMICITY VIOLATIONS

In this section, we quantify the atomicity violations incurred in the PA2AM algorithm. It follows from the correctness proof of Theorem 3.1 that the atomicity violations are exactly characterized by the old-new inversions in CASE 2.2.2.2. Furthermore, the proof has also identified the necessary and sufficient condition for the old-new inversion anomaly.

Definition 4.1. The old-new inversion (ONI) involving a read \( r \) consists of the read \( r \), two writes \( w \) and \( w' \), and a second read \( r' \), such that (Fig. 2)

1) \( r_{st} \in [w_{st}, w_{ft}] \),
2) \( w' \) immediately precedes \( w \): \( w' < w \), and no other writes are between \( w \) and \( w' \),
3) \( r_{ft} \in [w_{st}, r_{st}] \),
4) \( r = R(w') \), and \( 5) r' = R(w) \).

The five requirements for old-new inversion fall into two categories. The first three requirements involve the partial order \( < \) on, and thus the concurrency patterns among, read/write operations. Intuitively, the higher degree of concurrency an execution shows, the more old-new inversions it may produce.

Definition 4.2. The long-lived-write concurrency pattern (CP) involving a read \( r \) consists of the read \( r \), two writes \( w \) and \( w' \), and a second read \( r' \), such that

1) \( r_{st} \in [w_{st}, w_{ft}] \),
2) \( w' \) immediately precedes \( w \): \( w' < w \), and no other writes are between \( w \) and \( w' \), and
3) \( r_{ft} \in [w_{st}, r_{st}] \).

The concurrency pattern itself is not sufficient for old-new inversion. Only when the read/write semantics in the last two requirements of Definition 4.1 is also satisfied, does an old-new inversion arise. Thus, we define the read-write pattern conditioning on a concurrency pattern as follows.

Definition 4.3. Given a concurrency pattern consisting of \( r, r', w, \) and \( w' \), exactly as those in Definition 4.2, the non-monotonic read-write pattern (RWP) requires

4) \( r = R(w') \) and
5) \( r' = R(w) \).

In this way, an old-new inversion occurs if and only if the read-write pattern arises given that a corresponding

4. The name highlights the intuition that long-lived writes (e.g., \( w \) in Fig. 2) spanning multiple reads are more likely to induce atomicity violations.
5. The name emphasizes that the read operation \( r \) violates the monotonic-read property [22] which requires reads to observe increasingly up-to-date data over time.
concurrency pattern has emerged. A concurrency pattern may contain more than one such $r’$ defined in Definition 4.2, as illustrated in Fig. 2.

Let $R’$ be a random variable denoting the number of $r’$’s in a concurrency pattern. Then, a read-write pattern arises if for some $r’$, Definition 4.3 is satisfied. Therefore, the probability of old-new inversions conditioning on $R’ = m (m \geq 1; m$ can be as large as the number of all read operations) is the product of the probability of the concurrency patterns conditioning on $R’ = m$ and the probability of the read-write patterns conditioning on $R’ = m$. By the law of total probability, we obtain

$$\mathbb{P}\{\text{atomicity violations}\} = \mathbb{P}\{\text{ONI}\}
= \sum_{m \geq 1} \mathbb{P}\{\text{CP} \mid R’ = m\} \times \mathbb{P}\{\text{RWP} \mid R’ = m\}.$$ (4.1)

In the following two sections, we propose a stochastic queueing model and a timed balls-into-bins model to analyze the concurrency pattern and read-write pattern in (4.1), respectively. The frequently used notations and formulas are summarized in Table 1. The detailed calculations can be found in supplementary Appendices 1 and 2, available in the online supplemental material.

### 4.1 Quantifying the Rate of Concurrency Patterns

To quantify the rate of concurrency patterns conditioning on $R’ = m$, we need an analytical model of the workload consisting of a sequence of read/write operations for each client. For each client, the characteristics of its workload are captured by the rate of operations issued by it and the service time of each operation (i.e., $[\lambda_{st}, \sigma_{st}]$). We assume a Poisson process with parameter $\lambda$ for the former one and an exponential distribution with parameter $\mu$ for the latter one. The scenario of each client issuing a sequence of read/write operations is then encoded into a queueing model. Notice that in this model, we have abstracted away the implementation issues of the replicas and considered them as a storage service as a whole. We are only concerned with the service time of each operation, which is one of the key performance characteristics of the storage service.

We consider $N$ independent, parallel $M/M/1$ queues, all with arrival rate $\lambda$ and service rate $\mu$. Here, the two $M$’s indicate that both the inter-arrival and the service distribution are exponential (and thus memory-less, or Markovian), and the 1 indicates that there is a single server [25]. For each queue, we use the “first come first served” discipline and assume for simplicity that, if there is any operation in service, no more operations can enter it. The queue $Q_0$ represents the single writer.

To compute the probability that a concurrency pattern occurs in such a queueing system in the long run, we go through the following three steps.

**Step 1: What is the stationary distribution for any two queues?**

Let $X_i(t)$ be the number of operations in queue $i$ at time $t$. Then $X_i(t)$ is a continuous-time Markov chain with two states: 0 when the queue is empty and 1 when some operation is being served. Its stationary distribution $P_{i,0} \triangleq \mathbb{P}(X_i(\infty) = 0), s \in \{0, 1\}$ is:

$$P_{i,0} = \frac{\mu}{\mu + \lambda}, P_{i,1} = \frac{\lambda}{\mu + \lambda}.$$ (4.1)

Let $Y(t) = (X_1(t), Y_2(t))$ be the vector of the numbers of operations in queues $Q_1$ and $Q_2$. Since any two queues are independent, $Y(t)$ is a continuous-time Markov chain with four states $(0, 0), (0, 1), (1, 0),$ and $(1, 1)$. Its stationary distribution $P_{ij} \triangleq \mathbb{P}(Y(\infty) = (i, j)), i, j \in \{0, 1\}$ is:

$$P_{0,0} = \frac{\mu^2}{(\mu + \lambda)^2}, P_{0,1} = P_{1,0} = \frac{\mu \lambda}{(\mu + \lambda)^2}, P_{1,1} = \frac{\lambda^2}{(\mu + \lambda)^2}.$$ (4.1)

**Step 2: Given a read $r$ in $Q_i$, what is the probability of the event, denoted $E_r$, that it starts during the service period of some write $w$ in $Q_0$ (formally, $r \in [w_{st}, w_{st}]$ in Definition 4.2)?**

The probability of $E$ equals the probability that when $r$ arrives at $Q_i$, it finds $Q_i$ empty (denoted $E_0$) and as a bystander $Q_0$ full (denoted $E_0$). Since events $E_i$ and $E_0$ are independent, we have

$$P(E) = P(E_i \wedge E_0) = P(E_i) \cdot P(E_0) = P_0 \cdot P_1 \text{ (by the PASTA property [25])} = \frac{\mu \lambda}{(\mu + \lambda)^2}.$$ (4.1)

**Step 3: Conditioning on Step 2, what is the probability of the event, denoted $E_{n-1,m}$, that there are total $m$ read operations (denoted $r’$) in $N - 1$ queues (besides $Q_0$) which finish during the time period $[w_{st}, r_{st}]$ (formally, $r_{st} \in [w_{st}, r_{st}]$ in Definition 4.2)?**

First, the length of the time period $[w_{st}, r_{st}]$ is exactly the inter-arrival time of $Q_i$, which is exponential with rate $\lambda$. A probabilistic and combinatorial analysis shows that

$$\mathbb{P}\{\text{CP} \mid R’ = m\} = \mathbb{P}(E_{N-1,m}) = \sum_{k=0}^{N-2} \left( \frac{N-1}{k} \right) \left( \frac{m-1}{N-k-2} \right) P_0^k N^{-k-1} s^m,$$ (4.2)

when $m \geq 1$. For the special case $m = 0$, we have

$$\mathbb{P}\{\text{CP} \mid R’ = 0\} = \mathbb{P}(E_{N-1,0}) = P_0^{N-1}.$$ (4.1)
Summing over \( m \) (\( m \geq 1 \)), we get the probability that there exists a concurrency pattern (for some \( r \))

\[
P\{ CP \} = 1 - P\{ CP | R' = 0 \} = 1 - p_0^{N-1}.
\]

### 4.2 Quantifying the Rate of Read-Write Patterns

Given the concurrency patterns, we further quantify the rate of read-write patterns, namely, \( r = R(w') \land \exists r' : r' = R(w) \), conditioning on \( R' = m \). Here \( r' \) is among the \( m \) read operations in Step 3 of Section 4.1. To this end, we explore in detail the majority communication rule used in the PA2AM algorithm. We assume that 1) no node failure or link failure occurs; 2) to complete an operation, the client accesses all the \( n \) replicas and waits for the first \( q \triangleq \lfloor n/2 \rfloor + 1 \) acknowledgments from them; and 3) each replica processes the read/write operations on each individual register in FIFO order, the order it receives them. It follows that:

\[
P\{ RWP | R' = m \} = P\{ r = R(w') \land \exists r' : r' = R(w) \} \leq P\{ r \neq R(w') \land \exists r' : r' = R(w) \} = P\{ r \neq R(w) \} \times \left( 1 - P\{ r' \neq R(w) | r \neq R(w) \} \right)^m,
\]

where \( r \neq R(w) \) (resp. \( r' \neq R(w) \)) denotes that \( r \) (resp. \( r' \)) does not read from \( w \). The inequality is due to the fact that \( r = R(w') \) implies \( r \neq R(w) \). We then calculate \( P\{ r \neq R(w) \} \)

\[
P\{ r \neq R(w) \} = e^{-\rho_{max} \omega_{max} B(q,a(n-q) + 1)} / B(q,a(n-q)+1).
\]

Given \( r \neq R(w) \) and \( r' < r \), some messages from \( w \) are known to reach the replicas later than the time \( r' \) has collected enough acknowledgments and finished. To calculate \( P\{ r \neq R(w) | r \neq R(w) \} \), we consider a slightly generalized timed balls-into-bins model, in which robot \( R_2 \) picks some bins uniformly at random (without replacement) and sends a ball to each of them. For simplicity, we assume that there is at most one \( r' \) following the concurrency pattern in a single process. Based on this assumption, we have

\[
P\{ r \neq R(w) | r \neq R(w) \} = \begin{cases} \frac{J_i}{B(q,a(n-q)+1)} & \text{if } n > 2, \\ 1 & \text{if } n = 2. \end{cases}
\]

Substituting (4.5) and (4.6) into (4.4) gives, for \( n > 2 \), the rate of read-write patterns conditioning on \( R' = m \)

\[
P\{ RWP | R' = m \} \leq e^{-\rho_{max} \omega_{max} B(q,a(n-q) + 1)} / B(q,a(n-q)+1) 
\times \left( 1 - \left( \frac{J_i}{B(q,a(n-q)+1)} \right) \right)^m.
\]

For \( n = 2 \), we have \( P\{ RWP | R' = m \} = 0 \). Actually, in this case, there are no concurrency patterns at all.

### 4.3 Numerical Results and Discussions

Substituting (4.2) and (4.7) into (4.1), we obtain the rate of violating atomicity; see (3.1) of supplementary Appendix 3, available in the online supplemental material. From the numerical analysis, in which we have chosen \( \lambda = \mu = 10^{-5} \) and \( \lambda_r = \lambda_w = 20^{-5} \) based on the experimental results in Section 5.2, we observe that (see Fig. 3d); the detailed numerical results and discussions about the generality of our probabilistic analysis can be found in supplementary Appendix 3, available in the online supplemental material:

**Observation 4.1.** Probabilistically, the PA2AM algorithm rarely violates atomicity.

9. The graphs exhibit nearly regular staircase-like patterns due to the floor function \( q \triangleq \lfloor n/2 \rfloor + 1 \) in their formulas.
Observation 4.2. The read-write patterns dominate in preventing from atomicity violations incurred in the PA2AM algorithm, compared to the concurrency patterns which occur quite often.

5 Experiments and Evaluations

This section studies the PA2AM algorithm empirically. We have implemented a prototype distributed storage system among mobile phones, which provides both 2-atomic data access based on the PA2AM algorithm and atomic data access on the ABD algorithm (i.e., the unbounded emulator). We compare read latencies of both algorithms. We measure the proportions of atomicity violations incurred in the PA2AM algorithm, and compare them to the numerical results. In Section 5.4, we compare probabilistically-atomic 2-atomicity to weak consistency conditions.

5.1 Experimental Design

Our prototype system comprises a collection of Google Nexus 5 smartphones (CPU: 2.26 GHz, Heap: 30 MB, Android: 4.4.2), equipped with 72 Mbps wireless LAN. In both algorithms, each phone acts as both a client and a replica, targeted at the peer-to-peer, location-based “meet-up” mobile application in Section 1. As a client, each phone collects its own execution for offline analysis. Clocks on the phones are synchronized with the same desktop computer.

We explore three kinds of parameters: 1) algorithm parameters: replication factor (i.e., the number of phones) and consistency conditions (i.e., atomicity or 2-atomicity); 2) workload parameters: the number of read/write operations issued by each client and the issue rate on each client; and 3) network parameter: the injected random delay in network communication, modeling the network latency variances.

We are concerned with two metrics, for each of which the microbenchmark has been chosen as adverse as possible to the PA2AM algorithm.

Read Latency. We compare read latencies of both algorithms by varying replication factors and issue rates of operations. Each client issues operations at a Poisson rate \( \lambda \) given by the following parameters: 

- \( \lambda = 5 \) or \( \lambda = 10 \) per second.
- \( \lambda = 50 \) at busy system.

For each replication factor, the injected random delays in network communication are uniformly distributed over integers in \([0, d]\) (\( d \) can be 0, 10, 20, 50, 100, or 200 ms). Each client issues 200,000 operations, at such a high Poisson rate \( \lambda = 50 \) per second that the system operates at its full capacity.

In all experiments, operations are performed on a single register, and the single writer issues only write operations. This makes the microbenchmarks even more adverse to the PA2AM algorithm.

5.2 Experimental Result 1: Read Latency

We report, for each execution, the average, the median, the 25th, and the 99th percentiles of the read latencies, using box plots (Fig. 4). The proportion of outliers, those above the 99th quantile in each execution, varies from 0.869167 to 1.0 percent. On average, the average of the outliers only is around 3.8 times that of the whole data.

As shown in Fig. 4, the read latencies in the PA2AM algorithm have been reduced from those in the ABD algorithm by 20 to 41 percent. The reduced percentages are not necessarily 50 percent because the read latencies are affected by various factors such as network conditions, I/O for logging, garbage collections, and thread and lock contentions.

Fig. 4 also shows that the issue rates of operations have little impact on the average read latencies. For both algorithms, operations proceed independently, without waiting for each other. Nevertheless, an execution issuing operations at rate \( \lambda = 50 \) tends to trigger garbage collections more frequently and thus incurs a higher variance of the read latencies than that at rate \( \lambda = 5 \).

In our experiments, the executions with two replicas have incurred high read latencies because each read has to wait for acknowledgments from all two replicas and is thus susceptible to network conditions.

5.3 Experimental Result 2: Atomicity Violations

To measure the proportion of the atomicity violations incurred in the PA2AM algorithm, we count the number of read operations (\( \#R \)) and the occurrences of concurrency patterns (\( \#CP \)) and read-write patterns (\( \#RWP \)). Because each concurrency pattern or read-write pattern is associated with some read operation \( r \), we are concerned with the following quantities:

\[
P(\text{CP}) = \frac{\#CP}{\#R}, \quad P(\text{RWP|CP}) = \frac{\#RWP}{\#CP}, \quad \text{and} \quad P(\text{ONI}) = P(\text{CP}) \cdot P(\text{RWP|CP}) = \frac{\#RWP}{\#R}. \tag{5.1}
\]

Equation (5.1) is a practical approximation to (4.1) in theory, without going into the details of conditioning on \( R' = m \).

Atomicity Violations. We quantify the rate of atomicity violations incurred in the PA2AM algorithm by varying both replication factors and network delay variances. The replication factors vary from 2 to 5. For each replication factor, the injected random delays in network communication are uniformly distributed over integers in \([0, d]\) (\( d \) can be 0, 10, 20, 50, 100, or 200 ms). Each client issues 200,000 operations, at such a high Poisson rate \( \lambda = 50 \) per second that the system operates at its full capacity.

Given that the PA2AM algorithm completes each read in one round-trip instead of two for the ABD algorithm, one might expect that the experimental, quantitative read latencies would be reduced by around 50 percent.
The feasibility of such an approximation is justified by the experimental results presented shortly, in the sense that Observations 4.1 and 4.2 drawn from the numerical results based on the equations in theory fit well with the empirical data and (5.1).

Due to the limited space, Tables 2 and 3 summarize part of the experimental results. Table 2 varies the parameter \( d \) for network latency variances, while fixing the replication factor to be 5. Table 3 varies the replication factors, while fixing \( d = 0 \) ms (i.e., without injecting additional delays).

Table 2 shows that higher latency variances produce more concurrency patterns. Table 3 shows that the proportion of concurrency patterns grows as the replication factor increases, as implied by (4.3).

For the number of read-write patterns, the experimental results exhibit three features. First, no read-write patterns arise in only two replicas. This is because both read and write operations are required to collect acknowledgments from both replicas before completing. Second, there are fewer read-write patterns in the case of four replicas than those in the case of three or five replicas. In the case of four replicas, each read needs to collect three acknowledgments from (75 percent of) these four replicas, and gains more opportunities to obtain the latest data version. For three or five replicas, the majorities account for 66.7 and 60 percent, respectively. Third, Table 2 shows that network latency variance also contributes to the occurrences of read-write patterns since it may lead to out-of-order message delivery in the timed balls-into-bins model.

Table 3 compares the experimental results to the numerical results obtained in Section 4.3, on the probabilities/proportions of old-new inversions. It shows that they are quite close to each other, given that many numbers are of such a small order of magnitude.

**5.4 Comparison to Weak Consistency Conditions**

To further demonstrate the benefits of probabilistically-atomic 2-atomicity, we compare it to weak consistency conditions, in terms of both read latencies and atomicity violations incurred in their maintenance algorithms. We implemented eventual consistency \([26]\) on our prototype distributed storage system. The protocol, denoted RWN, for eventual consistency we adopted is based on the \( R + W \) formula described in \([26]\), where \( N \) is the number of replicas of a particular register, \(^{12}\) \( R \) is the number of replicas that a read operation needs to access, and \( W \) is the number of replicas that a write operation needs to access.
query before completing, and \( W \) is the number of replicas from which a write operation needs to receive acknowledgments before completing. The read and write procedures in the RWN protocol are the same with those in the PA2AM algorithm, except that \( R = W = \lceil N/2 \rceil + 1 \) and thus \( R + W > N \) in the PA2AM algorithm; this comparability justifies our choice of eventual consistency and the RWN protocol.

### 5.4.1 Experimental Design

For both metrics of read latency and atomicity violations, we vary \( R, W, \) and \( N \) as follows:

- \( N = 3: 2 + 2 > 3 \) for ABD, \( 2 + 2 > 3 \) for PA2AM, \( 2 + 1 = 3, 1 + 2 = 3, \) and \( 1 + 1 < 3 \) for RWN;
- \( N = 5: 3 + 3 > 5 \) for ABD, \( 3 + 3 > 5 \) for PA2AM, \( 5 + 2 = 5, 2 + 3 = 5, 2 + 2 < 5, 1 + 4 = 5, 1 + 3 < 5, \) and \( 1 + 2 < 5 \) for RWN.

In all experiments, each phone acts as both a client and a replica. Each client issues reads/join requests at such a high Poisson rate of \( \lambda = 50 \) per second that the system operates at its full capacity. Each reader issues 200,000 read operations, and the single writer issues only write operations. All operations are performed on a single register. No additional delays are injected when evaluating either read latencies or atomicity violations.

### 5.4.2 Experimental Result: Read Latency

Fig. 5 compares the read latencies under various configurations of \( R, W, \) and \( N \), covering the ABD algorithm for atomicity, the PA2AM algorithm for 2-atomicity, and the RWN protocol for eventual consistency. For each configuration, we report the minimum, the 1st, the 25th, the median, the 75th, the 95th, and the maximum quantiles and the average (marked by unfilled pentagon) of its read latencies. We first observe that the averages of read latencies correlate positively with the values of both \( R \) and \( W \). More importantly, the latency reduction from the ABD algorithm to the PA2AM algorithm is considerably greater than that from the PA2AM algorithm to the RWN protocol in typical configurations. For example, with five replicas, the latency reduction from \( 3 + 3 > 5 \) (ABD) to \( 3 + 3 > 5 \) (PA2AM) is 40.2 percent (i.e., from 194 to 116 ms), while the latency reduction from \( 3 + 3 > 5 \) (PA2AM) to \( 2 + 2 < 5 \) is 13.8 percent (i.e., from 116 to 100 ms). With three replicas, the latency reduction from \( 2 + 2 > 3 \) (ABD) to \( 2 + 2 > 3 \) (PA2AM) is 28.8 percent (i.e., from 132 to 94 ms), while the latency reduction from \( 2 + 2 > 3 \) (PA2AM) to \( 1 + 2 = 3 \) is 22.3 percent (i.e., from 94 to 73 ms).

### 5.4.3 Experimental Result: Atomicity Violations

Given an execution of the RWN protocol, we quantify its atomicity violations by counting the number (and computing the proportion) of reads in it for each possible staleness \( k \). The staleness of each read is calculated with respect to the sequential permutation of this execution constructed in the way described in the correctness proof of Theorem 3.1.

To cover different variants of the RWN protocol, we consider both the original one, explicitly denoted RWN-All here, where each operation contacts all replicas and waits for responses from a majority of them and the variant, denoted RWN-Maj, where each operation contacts and waits for responses from only a majority of replicas chosen randomly. Intuitively, the effects of anti-entropy mechanisms such as gossip among replicas and read repair [2] on staleness lie in between those of RWN-All and RWN-Maj.

Fig. 6 shows the proportions of \( k \)-staleness incurred in the RWN-Maj protocol, under various configurations of \( R + W \leq N \). We first observe that the RWN-Maj protocol for eventual consistency does not provide any deterministic, worst-case guarantee on data staleness for reads. Most executions shown in Fig. 6 incur staleness of levels \( k > 5 \). Second, the RWN-Maj protocol incurs atomicity violations much more frequently than the PA2AM algorithm. For example, in the case of \( 2 + 2 < 5 \), about 19.0 percent (i.e., \( 1.0 - 0.8102775 \)) of reads have obtained stale values. For \( 1 + 1 < 3 \), it is 52.3 percent.

Table 5 summarizes the behavior of the RWN-All protocol concerning atomicity violations, in terms of both the values of \( k \) in the worst cases and the proportions of staleness. Intuitively, RWN-All incurs less staleness than RWN-Maj, because

---

**TABLE 4**

Numerical Results and Experimental Results on the Probabilities/Proportions of Old-New Inversions

<table>
<thead>
<tr>
<th># replicas</th>
<th>numerical results ((\lambda = 10 s^{-1})^a) (from Table 2 of Appendix 3, available in the online supplemental material)</th>
<th>experimental results ((\lambda = 50 s^{-1})^a) (from Table 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\mathbb{P}(CP))</td>
<td>(\mathbb{P}(\text{RWP}</td>
</tr>
<tr>
<td>2</td>
<td>0.28125</td>
<td>0.00088802</td>
</tr>
<tr>
<td>3</td>
<td>0.518555</td>
<td>0.000183791</td>
</tr>
<tr>
<td>4</td>
<td>0.677307</td>
<td>0.000266569</td>
</tr>
<tr>
<td>5</td>
<td>0.781222</td>
<td>0.000312771</td>
</tr>
</tbody>
</table>

*a Both \( \lambda = 10 s^{-1} \) and \( \lambda = 50 s^{-1} \) mean that the system operates at its full capacity.*

---

---

![Fig. 5. Comparison of read latencies under various configurations of \( R, W, \) and \( N \). (Values above 250 ms are not shown.)](image-url)
in the RWN-All protocol, all the operations are effectively being performed on the fastest R or W replicas. However, RWN-All suffers from severer atomicity violations than the PA2AM algorithm. First, all the RWN-All executions shown in Table 5 incur staleness of levels k ≥ 2, while the PA2AM algorithm incurs only 1-staleness, i.e., the old-new inversions. Moreover, the RWN-All protocol incurs higher rates of staleness than the PA2AM algorithm. For example, with three replicas, 0.0315 percent of (i.e., 126) reads in the case of 1 + 2 = 3 have obtained stale values, while 0.0085 percent of (i.e., 34) reads in 2 + 2 > 3 (PA2AM) obtained stale values.

These experimental results have demonstrated that probabilistically-atomic 2-atomicity, as well as the PA2AM algorithm, brings the best of both worlds: it shares the performance advantage of weak consistency such as eventual consistency, and it has the statistically “almost strong” feature with respect to strong consistency, namely, atomicity. Thus, probabilistically-atomic 2-atomicity would be arguably as valuable an addition to the consistency/latency spectrum.

6 RELATED WORK

We divide the related work into five categories.

Consistency/Latency Tradeoff. Compared to the CAP tradeoff [27] among consistency, availability, and partition tolerance, the consistency/latency tradeoff arguably has been more influential on the designs of distributed storage systems, as it is present at all times during system operation [5]. Practical techniques that allow fine tuning of the consistency/latency tradeoff in storage systems have been investigated [28], [29], [30]. Some other work study the consistency/latency tradeoff from a more theoretical perspective, by establishing lower bounds on the achievable latency to assure strong consistency [9], [11], [12]. In this paper we propose the notion of almost strong consistency as an option for the consistency/latency tradeoff.

Strong/Weak Consistency Conditions. Though many distributed storage systems trade strong consistency for low latency [2], [3], [7], [8], some choose to offer strong consistency. For example, Spanner [31] of Google supports externally-consistent (or equivalently, linearizable [16]) distributed transactions. In the paper [31] the authors have confirmed the complaints from users that Bigtable [1] (another product of Google which supports only eventually-consistent replication across datacenters) can be difficult to use for applications that want strong consistency in the presence of wide-area replication. Windows Azure Storage (WAS) [32] of Microsoft has also been driven by the feedback from many customers who want strong consistency, especially enterprise customers moving their line of business applications to the cloud. Consequently, WAS offers strong consistency so that clients always see the latest value that was written for a data object [22]. Even in Dynamo [2] of Amazon, as well as Apache Cassandra [33], which only claims eventual consistency, offers alternative strongly consistent reads by selecting different read and write quorums [22], [26].

Motivated by the question “What (strong) consistency condition can be achieved if low latency is a prerequisite?”, our notion of almost strong consistency requires both deterministically bounded staleness of data versions for each read and probabilistic quantification on the low rate of “reading stale data”.

Complexity of Emulating Atomic, Single-Writer Registers. The ABD algorithm for atomicity [17], [19] emulates the atomic, single-writer registers in unreliable, asynchronous networks, given that a minority of nodes may fail. It requires each read to complete in two round-trips. Dutta et al. [10] proved that it is impossible to obtain a fast emulation with an arbitrary number of readers, where each read (and write) completes in one round-trip. Georgiou et al. [34] studied the semi-fast emulations (of atomic, single-writer registers) where most reads complete in one round-trip. Guerraoui et al. considered the best-cases complexity, assuming synchrony, no or few failures, and absence of operation contention. In this case, fast emulations do exist [35].

We investigate almost strong consistency in terms of probabilistically-atomic 2-atomicity. The PA2AM algorithm emulates 2-atomic, single-writer registers, completing each read operation in one round-trip.

Quantifying Consistency Conditions. Consistency conditions can be quantified from four perspectives: data versions, randomness, timeliness, and numerical values [36], [37], [38]. The semantics of k-atomicity [18] allows reads to obtain data of stale versions, as long as the staleness is bounded by k. Both random registers [39] and PBS [37] allow one to obtain a probability distribution over the set of stale data versions that may be returned. However, none of them requires deterministic worst-case guarantee on data staleness. Thus it is legal for

<table>
<thead>
<tr>
<th># replicas</th>
<th>R, W, N</th>
<th>replica factor = 3 (400,000 read operations)</th>
<th>replica factor = 5 (800,000 read operations)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R, W, N</td>
<td></td>
<td>R + W ≤ N (0-staleness)</td>
<td>R + W ≤ N (0-staleness)</td>
</tr>
<tr>
<td>1 + 1 &lt; 3</td>
<td>0.0084125</td>
<td>0.002755</td>
<td>0.0084125</td>
</tr>
<tr>
<td>1 + 2 = 3</td>
<td>0.000315</td>
<td>0.002755</td>
<td>0.000315</td>
</tr>
<tr>
<td>2 + 1 = 3</td>
<td>0.0004675</td>
<td>0.0027225</td>
<td>0.0004675</td>
</tr>
<tr>
<td>2 + 2 &gt; 3 (PA2AM)</td>
<td>0.000085</td>
<td>0.00020725</td>
<td>0.000085</td>
</tr>
<tr>
<td>1 + 2 &lt; 5</td>
<td>0.00377875</td>
<td>0.002755</td>
<td>0.00377875</td>
</tr>
<tr>
<td>1 + 3 &lt; 5</td>
<td>0.0027225</td>
<td>0.00406</td>
<td>0.0027225</td>
</tr>
<tr>
<td>1 + 4 ≤ 5</td>
<td>0.002255</td>
<td>0.0020275</td>
<td>0.002255</td>
</tr>
<tr>
<td>2 + 2 &lt; 5</td>
<td>0.0020275</td>
<td>0.002255</td>
<td>0.0020275</td>
</tr>
<tr>
<td>2 + 3 = 5</td>
<td>0.00255</td>
<td>0.002255</td>
<td>0.00255</td>
</tr>
<tr>
<td>3 + 3 &gt; 5 (PA2AM)</td>
<td>0.0003525</td>
<td>0.0003525</td>
<td>0.0003525</td>
</tr>
</tbody>
</table>

![Fig. 6. The proportions of k-staleness incurred in the RWN-Maj protocol under various configurations of R, W, and N.](image-url)
their algorithms to return arbitrarily stale data. As far as we know, our probabilistically-atomic 2-atomicity, as well as almost strong consistency, is the first to integrate deterministically bounded staleness of versions with randomness. Further, the rate of “reading stale data” in the PA2AM algorithm is quantified with respect to atomicity instead of regularity (as in [39] and [37]), which is more challenging since we shall deal with concurrent operations. Thus, we propose a stochastic queuing model for analyzing the concurrency pattern first and then a timed balls-into-bins model for analyzing the read-write pattern.

Timed consistency conditions [40], [41] require writes to be globally visible within a period of time. The $\Delta$-atomicity property [42] allows reads to return values that are stale by up to $\Delta$ time units. The $\Gamma$-atomicity property [43], inspired by $\Delta$-atomicity, is arguably more accurate. TACT [36], a continuous consistency model, integrates the metric on numerical error with staleness.

$k$-Atomicity. $k$-atomicity is first proposed in [18]. It also gives a protocol for emulating $k$-atomic, single-writer registers which, however, completes each read in two round-trips. Golab et al. have studied the $k$-atomicity-verification problem [21], [42], [44], which is to check whether a given execution is $k$-atomic. Later on, it seems that Taubenfeld [45] have re-defined $k$-atomic registers and studied them from more theoretical perspectives of computability and complexity.

7 CONCLUSION AND FUTURE WORK

In this paper we propose the notion of almost strong consistency as an option for the consistency/latency tradeoff. It provides both deterministically bounded staleness of data versions for each read and probabilistic quantification on the rate of “reading stale data”, while achieving low latency. We investigate almost strong consistency in terms of probabilistically-atomic 2-atomicity. The PA2AM algorithm satisfies 2-atomicity, and completes each read in one round-trip. We quantify the atomicity violations incurred in the PA2AM algorithm, both analytically and experimentally. We also compare probabilistically-atomic 2-atomicity to weak consistency conditions.

We identify two issues for future work. First, we plan to evaluate probabilistically-atomic 2-atomicity on cloud storage systems under a variety of benchmarks. In such systems, the registers are replicated among a collection of geographically distributed machines, and a large number of remote clients can be on either physical machines or mobile devices. The major challenge here is to achieve an accurate enough clock synchronization among all the clients due to (possibly) heterogeneous networks, high network latencies, and high latency variances [30], [38], that is crucial for the quantification of the timestamped executions. Second, we turn to $k$-atomic, multi-writer registers ($k \geq 1$). This is challenging because all writes are not totally ordered in the multi-writer model. We will first study whether $k$-atomic, multi-writer registers admit low-latency implementations that complete each read in one round-trip. Then we will investigate a particular low-latency implementation for probabilistic atomic, multi-writer registers, and quantify its behavior with respect to atomicity.
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Appendix to “Probabilistically-Atomic 2-Atomicity: Enabling Almost Strong Consistency in Distributed Storage Systems”

Hengfeng Wei, Yu Huang, and Jian Lu

1 Calculations of \( \mathbb{P}(E_{N-1,m}) \) in Section 4.1

In this section, we compute the probability of the event, denoted \( E_{N-1,m} \), that there are totally \( m \) read operations in \( N-1 \) queues (besides \( Q_0 \)) which finish during the time period \([w_{st}, r_{st}]\) (Step 3 in Section 4.1).

We first consider a single queue. Let \( D \) be a random variable denoting the number of operations in one particular queue which finish during the time period \( r_{st} - w_{st} \). Its probability distribution \( \mathbb{P}(D = d) \) is given in Appendix 1.1. Then, we take into account all the \( N-1 \) \((N > 1)\) queues, besides \( Q_0 \). The calculations of \( \mathbb{P}(E_{N-1,m}) \) are given in Appendix 1.2.

1.1 Calculations of \( \mathbb{P}(D = d) \)

Let \( D \) be a random variable denoting the number of operations in one particular queue which finish during the time period \( L = r_{st} - w_{st} \). To compute its probability distribution, we condition on whether \( w \) sees this queue as empty (denoted as an event \( E_{\emptyset} \)) or not (denoted as an event \( E_{\neq\emptyset} \)).

1) If it sees this queue empty (with probability \( a_0 = \frac{\mu}{\mu + \lambda} \)), then the number of departures, during the time period \( r_{st} - w_{st} \), has the conditional distribution:

\[
\mathbb{P}(D = d \mid E_{\emptyset}) = \begin{cases} 
\mathbb{P}(L < A_0 + S_0) & \text{if } d = 0 \\
\mathbb{P}\left(\sum_{i=1}^{d}(A_i + S_i) \leq L < \sum_{i=1}^{d+1}(A_i + S_i)\right) & \text{if } d \geq 1 \\
\end{cases}
\]

\[
= \begin{cases} 
2^{\frac{\lambda+\mu}{\mu+\lambda}} & \text{if } d = 0 \\
\left(1 - \frac{1}{2}\frac{\mu}{\mu+\lambda}\right)\left(\frac{1}{2}\frac{\mu}{\mu+\lambda}\right)^d & \text{if } d \geq 1 \\
\end{cases}
\]

where \( A_i \) are independent and identically distributed (iid) exponential random variables with parameter \( \lambda \) corresponding to the inter-arrival times of operations in the other queue, and \( S_i \) are iid exponential random variables with parameter \( \mu \) corresponding to the service time of these operations.

Here we briefly demonstrate the calculation of

\[
\mathbb{P}\left(\sum_{i=1}^{d}(A_i + S_i) \leq L < \sum_{i=1}^{d+1}(A_i + S_i)\right) \quad \text{(when } d \geq 1)\]

For convenience, we write

\[
R_d \triangleq \sum_{i=1}^{d}(A_i + S_i) \quad \text{and} \quad R_{d+1} \triangleq \sum_{i=1}^{d+1}(A_i + S_i). 
\]

As \( L \) is an exponential random variable with parameter \( \lambda \) and is independent of \( R_d \), we have

\[
\mathbb{P}(R_d \leq L) = \int P(L \geq x)dP_{R_d}(x) = e^{-\lambda R_d}. 
\]

It follows from the independence assumptions that,

\[
\mathbb{P}(R_d \leq L < R_{d+1}) = e^{-\lambda R_d} - e^{-\lambda R_{d+1}} 
\]

\[
= \prod_{i=1}^{d} e^{-\lambda(A_i + S_i)} - \prod_{i=1}^{d+1} e^{-\lambda(A_i + S_i)} 
\]

\[
= (\mathbb{E}(e^{-\lambda(A_i + S_i)})^d - (\mathbb{E}(e^{-\lambda(A_i + S_i)})^{d+1}) 
\]

\[
= \left(\frac{1}{2}\frac{\mu}{\mu + \lambda}\right)^d - \left(\frac{1}{2}\frac{\mu}{\mu + \lambda}\right)^{d+1} 
\]

\[
= \left(1 - \frac{1}{2}\frac{\mu}{\mu + \lambda}\right)^d \left(\frac{1}{2}\frac{\mu}{\mu + \lambda}\right)^d 
\]

2) Similarly, if it sees this queue full (with probabil-
ity \( a_1 = \frac{\lambda}{\mu + \lambda} \), we have
\[
\mathbb{P}(D = d \mid E \neq \emptyset) = \begin{cases} 
\mathbb{P}(L < S_0) & \text{if } d = 0 \\
\mathbb{P}( \sum_{i=1}^{d} S_i + \sum_{i=1}^{d-1} A_i \leq L < \sum_{i=1}^{d+1} S_i + \sum_{i=1}^{d} A_i) & \text{if } d \geq 1 
\end{cases}
\]
\[
= \begin{cases} 
\frac{\lambda}{\mu + \lambda} & \text{if } d = 0 \\
\mu + 2\lambda \left( \frac{1}{\mu + \lambda} \right)^d & \text{if } d \geq 1 
\end{cases}
\]
Using the law of total probability, we obtain
\[
\mathbb{P}(D = d) = \frac{\mu}{\mu + \lambda} \mathbb{P}(D = d \mid E \emptyset) + \frac{\lambda}{\mu + \lambda} \mathbb{P}(D = d \mid E \neq \emptyset)
\]
\[
= \begin{cases} 
\frac{1}{2}(1 + (\frac{\lambda}{\mu + \lambda})^2) & \text{if } d = 0 \\
\frac{(2\lambda + \mu)^2}{2(\mu + \lambda)^2} \left( \frac{1}{2} \frac{\mu}{\mu + \lambda} \right)^d & \text{if } d \geq 1 
\end{cases}
\]
(1.1)

1.2 Calculations of \( \mathbb{P}(E_{N-1,m}) \)

Taking into account all the \( N - 1 \) \((N > 1)\) queues, besides \( Q_0 \), we can compute the probability of the event, denoted \( E_{N-1,m} \), that there are exactly \( m \) read operations which finish during \( L = r_{st} - w_{st} \) by modeling it as a balls-into-bins problem.

There are \( N - 1 \) bins, labeled with 1, 2, \ldots, \( N - 1 \). Let \( X_i \) be a random variable denoting the number of balls contained in the \( i \)-th bin. The collection of random variables \( X_i \) is independent and identically distributed, with the same probability distribution

\[
p_x = \mathbb{P}(X_i = x) = \begin{cases} 
\frac{1}{2} \left( 1 + (\frac{\lambda}{\mu + \lambda})^2 \right) & \text{if } x = 0 \\
\frac{(2\lambda + \mu)^2}{2(\mu + \lambda)^2} \left( \frac{1}{2} \frac{\mu}{\mu + \lambda} \right)^x & \text{if } x \geq 1 
\end{cases}
\]

We want to compute the probability of the event, denoted \( E_{N-1,m} \), that there are in total \( m \) balls in these \( N - 1 \) bins. For convenience, we write

\[
r \triangleq \frac{(2\lambda + \mu)^2}{2(\mu + \lambda)^2} \quad \text{and} \quad s \triangleq \frac{1}{2} \frac{\mu}{\mu + \lambda}.
\]

First assume \( m > 0 \). Let \( K \) be a random variable denoting the number of empty bins. Suppose there are \( k \) \((0 \leq k \leq N - 2)\) empty bins (i.e., \( K = k \)). In this case, we are partitioning integer \( m \) into a sum of \( N - 1 \) integers such that \( k \) of them are 0 and \( N - 1 - k \) of them are positive. There are \( \binom{N-1}{k} \binom{m-1}{N-k-2} \) ways of partitions. For each partition

\[
m = m_1 + m_2 + \cdots + m_k + m_{k+1} + m_{k+2} + \cdots + m_{N-1}
\]
such that \( m_i = 0 \) for \( 1 \leq i \leq k \) and \( m_i > 0 \) for \( k+1 \leq i \leq N - 1 \), the probability that the \( i \)-th bin contains \( m_i \) balls is

\[
p_k^n \cdot (r \cdot s^{m_k+1})(r \cdot s^{m_k+2}) \cdots (r \cdot s^{m_n}) = p_k^{r \cdot N-k} \cdot s^m
\]

Therefore, the probability that there exist \( k \) \((0 \leq k \leq N - 2)\) empty bins is

\[
\mathbb{P}(E_{N-1,m}, K = k) = \binom{N-1}{k} \binom{m-1}{N-k-2} p_k^{r \cdot N-k} \cdot s^m
\]

Summing over all \( k \) yields (recall that \( m > 0 \))

\[
\mathbb{P}(E_{N-1,m}) = \sum_{k=0}^{N-2} \mathbb{P}(E_{N-1,m}, K = k)
\]

\[
= \sum_{k=0}^{N-2} \binom{N-1}{k} \binom{m-1}{N-k-2} p_k^{r \cdot N-k} \cdot s^m
\]

For the special case \( m = 0 \), we have

\[
\mathbb{P}(E_{N-1,0}) = p_0^{N-1}
\]
2 Calculations of \( \mathbb{P}\{r = R(w')\} \) in Section 4.2

In this section, we compute the probability of \( r \) reading from \( w' \) (i.e., \( \mathbb{P}\{r = R(w')\} \)). According to (4.4) in Section 4.2, we shall compute both \( \mathbb{P}\{r \neq R(w)\} \) (see Appendix 2.1) and \( \mathbb{P}\{r' \neq R(w) \mid r \neq R(w)\} \) (see Appendix 2.3). For the latter probability, we also introduce a slightly generalized timed balls-into-bins model in Appendix 2.2.

2.1 Calculations of \( \mathbb{P}\{r \neq R(w)\} \) in the timed balls-into-bins model

Let \( q = \lfloor n/2 \rfloor + 1 \). Denote the delay times for each ball from robot \( R_1 \) (corresponding to \( w \)) sent to each bin \( B_i \) by \( D'_i \) and the delay times for each ball from robot \( R_2 \) (corresponding to \( r \)) sent to each bin \( B_i \) by \( D_i \). Let \( M_m = \max\{D_1, D_2, \ldots, D_m\} \). By symmetry,

\[
\mathbb{P}(E) = \binom{n}{q} \mathbb{P}(E, B = \{1, \ldots, q\}).
\]

If \( D_1 = M_q \), we shall compute

\[
I_1 = \int_0^\infty \cdots \int_V e^{-\lambda_w(t+s)} \left( \prod_{i=2}^q e^{-\lambda_w(t+xi)} \right) e^{-\lambda_r(n-q)s} f(s, x_2, \ldots, x_q) dx_2 \cdots dx_q ds,
\]

where \( V = [0, s]^{q-1} \subseteq \mathbb{R}^{q-1} \), and

\[
f(s, x_2, \ldots, x_q) = 1_{[0, \infty)}(s) \lambda_r e^{-\lambda_r s} \prod_{i=2}^q \lambda_r e^{-\lambda_r x_i} 1_{[0, s]}(x_i).
\]

Here, \( 1_{[0, \infty)}(s) \) and \( 1_{[0, s]}(x_i) \) are indicator functions. The integral over \( x_i \) is:

\[
\int_0^s e^{-\lambda_w(t+xi)} e^{-\lambda_r x_i} dx_i = e^{-\lambda_w t} \frac{1 - e^{-(\lambda_w + \lambda_r)s}}{\lambda_w + \lambda_r}.
\]

By independence of all \( x_i \)'s, we carry out all the \( x_i \) integrals and obtain

\[
I_1 = e^{-q\lambda_w t} \lambda_r^q \\
\int_0^\infty e^{-(\lambda_w + \lambda_r)s} \left( \frac{1 - e^{-(\lambda_w + \lambda_r)s}}{\lambda_w + \lambda_r} \right)^{q-1} e^{-\lambda_r(n-q)s} ds
\]

Making the substitution \( y = 1 - e^{-(\lambda_w + \lambda_r)s} \) yields

\[
I_1 = e^{-q\lambda_w t} \lambda_r^q B(q, \alpha(n-q)+1),
\]

where \( \alpha = \frac{\lambda_r}{\lambda_w + \lambda_r} \) and \( B \) denotes the Beta function.

Finally, by symmetry, the cases \( D_2 = M_q, \ldots, \) and \( D_q = M_q \) give the same result. Therefore,

\[
\mathbb{P}(E) = q \binom{n}{q} e^{-q\lambda_w t} \lambda_r^q B(q, \alpha(n-q)+1) = e^{-q\lambda_w t} \lambda_r^q \frac{B(q, \alpha(n-q)+1)}{B(q, n-q+1)}.
\]

2.2 Generalized timed balls-into-bins model for the case of \( r' \neq R(w) \) conditioning on \( r \neq R(w) \)

Given \( r \neq R(w) \) and \( r' < r \), some messages from \( w \) are known to reach the replicas later than the time \( r' \) has collected enough acknowledgments and finished. To calculate \( \mathbb{P}\{r' \neq R(w) \mid r \neq R(w)\} \), we introduce a slightly generalized timed balls-into-bins model. In the generalized model, at time \( t \), robot \( R_2 \) picks \( p \) \((0 < p \leq n)\) bins uniformly at random (without replacement) and sends a ball to each of them, instead of sending a ball to each of the \( n \) bins as before. The remaining \((n-p)\) unsent balls are used to model the messages that arrive late.

For the case of \( \{r' \neq R(w) \mid r \neq R(w)\} \), we consider the generalized model in which robots \( R_1 \) and \( R_2 \) represent \( r' \) and \( w \), respectively. We assume that the random variable \( D_r \) (resp. \( D_w \)) for time delay is exponentially distributed with rate \( \lambda_r \) (resp. \( \lambda_w \)). It remains to calculate the expected time lag between the events that \( r' \) and \( w \) are issued, i.e., \( \mathbb{E}\{w_{st} - r'_{st}\} \). This is challenging because there may be more than one such \( r' \) following the concurrency pattern (Definition 4.2) in a single process. Nevertheless the probability that there are \( k \) \((k \geq 1)\) such \( r's \) in a single process decreases exponentially with the ratio \( \frac{p}{p+1} \), according to (1.1) in Appendix 1.1. Therefore, we focus on the simple case that there is at most one \( r' \) in a single process. In this situation, the calculation presented shortly yields that \( \mathbb{E}\{w_{st} - r'_{st}\} = \frac{2\lambda_r - p}{2\lambda_w} \).

Finally, \( \mathbb{E}\{w_{st} - r'_{st}\} \) corresponds to the event \( E' \) that none of the \( q \) bins in \( B \) receives a ball from \( R_2 \) (i.e., \( r' \)), and denote the set of these \( q \) bins by \( B \). In terms of the generalized timed balls-into-bins model, the case of \( \{r' \neq R(w) \mid r \neq R(w)\} \) corresponds to the event \( E' \) that none of the \( q \) bins in \( B \) receives a ball from \( R_2 \) (i.e., \( w \)) before it receives a ball from \( R_1 \) (i.e., \( r' \)).

We calculate the expected time lag between the events that \( r' \) and \( w \) are issued (i.e., \( \mathbb{E}\{w_{st} - r'_{st}\} \)) as follows. To this end, we first calculate the expected duration of the interval \([r'_{ft}, r'_{st}]\). Since \( r' \) is required to finish between the interval \( L = [w_{st}, r_{st}] \) whose length follows an exponential distribution with rate \( \lambda_r \) and the inter-arrival time (between \( r' \) and \( r \) here), denoted \( I \), also follows an exponential distribution with rate \( \lambda \), we have

\[
\mathbb{E}\{r_{st} - r'_{ft}\} = \mathbb{E}\{I \mid I < L\} = \frac{1}{2\lambda}.
\]
Thus, the expected time lag between the events that $r'$ and $w$ are issued is

\[
E\{w_{st} - r'_{st}\} = E\{r_{st} - r'_{ft}\} + E\{r'_{ft} - r'_{st}\} - E\{r_{st} - w_{st}\} = \frac{1}{2\lambda + \frac{1}{u} - \frac{1}{\lambda}} = \frac{2\lambda - \mu}{2\lambda \mu}.
\]  

(2.1)

2.3 Calculations of $\mathbb{P}\{r' \neq R(w) \mid r \neq R(w)\}$

Let $q = \lfloor n/2 \rfloor + 1$. Denote the delay times for each ball from robot $R_1$ (i.e., $r'$) sent to each bin $B_i$ by $D'_i$ and the delay times for each ball from robot $R_2$ (i.e., $w$) sent to each bin $B_i$ by $D_i$. Let $M_q = \max\{D'_1, D'_2, \ldots, D'_q\}$. By symmetry,

\[
\mathbb{P}(E') = \binom{n}{q} \mathbb{P}(E', B = \{1, \ldots, q\}).
\]

Given $r \neq R(w)$ and $r' < r$, we know that $q$ balls from $w$ are bound to reach the replicas later than the time $t'$ of interest. The other $(n-q)$ (corresponding to the parameter $p$ in the generalized model) balls are randomly and uniformly sent into $(n-q)$ replicas, one ball per bin. We denote this set of $(n-q)$ replicas by $B'$.

The case $n = 2$ is trivial: Since $q = n = 2$, these two balls from $w$ are bound to reach the replicas later than the time $r'$ has collected enough acknowledgments and returned. Therefore,

\[
\mathbb{P}\{r' \neq R(w) \mid r \neq R(w)\} = 1.
\]

Now we consider $n > 2$. Assume $M_q = D'_1$ (without loss of generality, the corresponding bin for $D'_1$ is denoted by $b_1$; hence $b_1 \in B$) and $k = \lfloor B \cap B' \rfloor$ ($0 \leq k \leq n - q$), we distinguish the case $b_1 \in B'$ from $b_1 \notin B'$. Thus, we shall compute

\[
J_1 = \sum_{k=0}^{n-q} \left[ \mathbb{P}\{D_1 > M_q - t', D_2 > D'_2 - t', \ldots, D_k > D'_k - t', D'_{k+1} > M_q, D'_{k+2} > M_q, \ldots, D'_n > M_q\} \right. \\
+ \mathbb{P}\{D_2 > D'_2 - t', D_{k+1} > D'_{k+1} - t', D'_{k+1} > M_q, D'_{k+2} > M_q, \ldots, D'_n > M_q\} \\
\left. + \mathbb{P}\{D_3 > D'_3 - t', \ldots, D_{k+2} > D'_{k+2} - t', \ldots, D'_n > M_q\} \right],
\]

where $t' = E\{w_{st} - r'_t\} = \frac{2\lambda - \mu}{2\lambda \mu}$ (see (2.1) in Appendix 2.2).

Conditioning on $M_q = D'_1, D'_2, \ldots, D'_q$ and $r'$ and using the independence assumptions, we obtain:

\[
J_1 = \sum_{k=0}^{n-q} \left[ \binom{1}{k} \binom{n-k}{q-k} \binom{n-q}{n-q-k} \right] \cdot \\
\cdot \int_0^\infty \ldots \int_0^\infty \left( e^{\lambda w(t''-s)} \right)^{1_{s>t''}}(s) \\
\cdot \left( \prod_{i=2}^{k} \left( e^{\lambda w(t''-x'_i)} \right)^{1_{x'_i>t''}}(x'_i) \right) e^{-\lambda \cdot (n-q)s} \\
\cdot f(s, x'_2, \ldots, x'_q) dx'_2 \ldots dx'_q ds \\
+ \binom{1}{q-k} \binom{n-q}{n-q-k} \cdot \\
\cdot \int_0^\infty \ldots \int_0^\infty \left( \prod_{i=2}^{k+1} \left( e^{\lambda w(t''-x'_i)} \right)^{1_{x'_i>t''}}(x'_i) \right) \\
\cdot e^{-\lambda \cdot (n-q)s} \\
\cdot f(s, x'_2, \ldots, x'_q) dx'_2 \ldots dx'_q ds,
\]  

(2.2)

where $V = [0, s]^{q-1} \subseteq \mathbb{R}^{q-1}$, and

\[
f(s, x'_2, \ldots, x'_q) = 1_{[0, \infty]}(s) \lambda_r e^{-\lambda_{r-s}} \\
\cdot \prod_{i=2}^{q} \lambda_r e^{-\lambda \cdot x'_i} 1_{[0, s]}(x'_i).
\]

Notice that $\left( e^{\lambda w(t'-s)} \right)^{1_{s>t'}}(s)$ denotes a piecewise function with respect to $s$:

\[
\left( e^{\lambda w(t'-s)} \right)^{1_{s>t'}}(s) = \begin{cases} 
  e^{\lambda w(t'-s)} & \text{if } s > t'; \\
  1 & \text{if } s \leq t'.
\end{cases}
\]

and, similarly,

\[
\left( e^{\lambda w(t'-x'_i)} \right)^{1_{x'_i>t''}}(x'_i) = \begin{cases} 
  e^{\lambda w(t'-x'_i)} & \text{if } x'_i > t'; \\
  1 & \text{if } x'_i \leq t'.
\end{cases}
\]

For convenience, we denote the first multiple integral in $J_1$ by $J_{11}$ and the second $J_{12}$, and focus on the calculations of $J_{11}$ in the following. First of all, we evaluate the leftmost integral of $J_{11}$ over $s$ by breaking it into two parts:

\[
J_{11} = \int_0^t g(s) \, ds + \int_t^\infty g(s) \, ds,
\]  

(2.3)

where $g(s)$ is the integrand in $J_{11}$ with respect to variable $s$.

In the first integral over $s \in [0, t']$, we have $x'_i \leq s \leq t'$ for $i = 1, 2, \ldots, q$. The integrand $g(s)$ is given by

\[
g(s) = \sum_{k=0}^{n-q} \binom{1}{k} \binom{n-k}{q-k} \binom{n-q}{n-q-k} \cdot \\
\cdot \int_0^\infty \ldots \int_0^\infty \left( e^{\lambda w(t''-s)} \right)^{1_{s>t''}}(s) \\
\cdot \left( \prod_{i=2}^{k} \left( e^{\lambda w(t''-x'_i)} \right)^{1_{x'_i>t''}}(x'_i) \right) e^{-\lambda \cdot (n-q)s} \\
\cdot f(s, x'_2, \ldots, x'_q) dx'_2 \ldots dx'_q ds + \\
\cdot \binom{1}{q-k} \binom{n-q}{n-q-k} \cdot \\
\cdot \int_0^\infty \ldots \int_0^\infty \left( \prod_{i=2}^{k+1} \left( e^{\lambda w(t''-x'_i)} \right)^{1_{x'_i>t''}}(x'_i) \right) \\
\cdot e^{-\lambda \cdot (n-q)s} \\
\cdot f(s, x'_2, \ldots, x'_q) dx'_2 \ldots dx'_q ds,
\]

where $V = [0, s]^{q-1} \subseteq \mathbb{R}^{q-1}$, and

\[
f(s, x'_2, \ldots, x'_q) = 1_{[0, \infty]}(s) \lambda_r e^{-\lambda_{r-s}} \\
\cdot \prod_{i=2}^{q} \lambda_r e^{-\lambda \cdot x'_i} 1_{[0, s]}(x'_i).
\]
Each of the remaining \( q-k \) integrals over \( x'_i \) \((i = k+1, k+2, \ldots, q)\) is

\[
\int_0^s e^{-\lambda_r x'_i} \, dx'_i = \frac{1 - e^{-\lambda_r s}}{\lambda_r}.
\]

Carrying out all the \( x'_i \) integrals, we obtain

\[
\int_{t'}^\infty g(s) \, ds = \lambda^q r e^{\lambda_w t'} \int_{t'}^\infty e^{-(\lambda_w + \lambda_r)s} \left( \frac{1 - e^{-\lambda_r t'}}{\lambda_r} + e^{\lambda_w t'} \cdot \frac{e^{-(\lambda_w + \lambda_r)t'} - e^{-(\lambda_w + \lambda_r)s}}{\lambda_w + \lambda_r} \right)^{k-1} \cdot \frac{(1 - e^{-\lambda_r s})^{q-k}}{\lambda_r} e^{-\lambda_r(n-q)s} \, ds.
\] (2.5)
3 Numerical Results and Discussions in Section 4.3

In this section, we present the numerical results on concurrency patterns, read-write patterns, and old-new inversions. We have chosen the values of the parameters $\lambda$, $\mu$, $\lambda_w$, and $\lambda_r$ according to the experimental results in Section 5.2.

For convenience, we repeat the equations for the probabilities of concurrency patterns, read-write patterns, and old-new inversions as follows: (4.2) as (3.1),

$$P\{CP \mid R' = m\} = \sum_{k=0}^{N-2} \binom{N-1}{k} \binom{m-1}{N-k-2} p_0^k N^{N-k-1}s^m$$ (3.1)

(4.3) as (3.2),

$$P\{CP\} = 1 - p_0^{N-1}, \quad p_0 = \frac{1}{2} \left(1 + \left(\frac{\lambda}{\mu + \lambda}\right)^2 \right)$$ (3.2)

(4.5) as (3.3),

$$P\{r' \neq R(w)\} = e^{-q_{\lambda w} t} \frac{\alpha q B(q, \alpha (n-q) + 1)}{B(q, n-q + 1)}$$ (3.3)

(4.6) as (3.4),

$$P\{r' \neq R(w) \mid r \neq R(w)\} = \left\{ \begin{array}{ll} \frac{J_1}{B(q, n-q+1)} & \text{if } n > 2, \\ 1 & \text{if } n = 2. \end{array} \right. \quad \text{in their formulas.}$$ (3.4)

(4.7) as (3.5),

$$P\{\text{RWP} \mid R' = m\} \leq P\{r' \neq R(w)\} \times \left(1 - P\{r' \neq R(w) \mid r \neq R(w)\}\right)^m$$

$$\leq e^{-q_{\lambda w} t} \frac{\alpha q B(q, \alpha (n-q) + 1)}{B(q, n-q + 1)} \cdot \left(1 - \left(\frac{J_1}{B(q, n-q+1)}\right)^m \right).$$ (3.5)

and (4.8) as (3.6),

$$\begin{align*}
P\{\text{violation of atomicity}\} &= P\{\text{ONI}\} \\
&= \sum_{m \geq 1} P\{CP \mid R' = m\} \times P\{\text{RWP} \mid R' = m\} \\
&\approx \left(\sum_{k=0}^{N-2} \binom{N-1}{k} \binom{m-1}{N-k-2} p_0^k N^{N-k-1}s^m \right) \cdot e^{-q_{\lambda w} t} \frac{\alpha q B(q, \alpha (n-q) + 1)}{B(q, n-q + 1)} \cdot \left(1 - \left(\frac{J_1}{B(q, n-q+1)}\right)^m\right). \quad \text{(3.6)}
\end{align*}$$

Fig. 1 presents the probability of concurrency patterns, given $\lambda = 10s^{-1}$ and $\mu = 10s^{-1}$, meaning that the expected arrival rate is 10 operations per second and the expected service time is 100ms. First, Fig. 1a) shows that the probability of concurrency pattern (i.e., $P\{CP\}$; see (3.2)) is quite high, and it rapidly increases with the number of clients. For example when $N = 15$, it nearly reaches 1: intuitively, for each read $r$, there almost always exist concurrency patterns involving it. Fig. 1b) further explores the probability of concurrency patterns conditioning on the number $m$ of reads $r'$ (i.e., $P\{CP \mid R' = m\}$; see (3.1)). Here $m = 0$ indicates that there are no concurrency patterns at all, corresponding to the (square-marked) line at the bottom in Fig. 1a). One key observation from Fig. 1b) is that the conditional probability of concurrency patterns concentrates on the small values of $m$’s, and for each $N$ the value of $m$ which achieves the maximum is smaller than $N$. This observation partly justifies the assumption made in the model for calculating $P\{r' \neq R(w) \mid r \neq R(w)\}$ that there is at most one such $r'$ in a single client.

Fig. 2, as well as Table 1, presents the probability of read-write patterns, given $\lambda = \mu = 10s^{-1}$ and $\lambda_r = \lambda_w = 20s^{-1}$. The latter two parameters denote that the expected (one-way) message delay is 50ms. We calculate both $P\{r' \neq R(w)\}$ and $1 - P\{r' \neq R(w) \mid r \neq R(w)\}$ in (Fig. 2, we take the extreme value of $m = 1$), and observe that the former dominates in keeping the probability of read-write patterns quite low. This observation demonstrates the effectiveness of the majority communication rule used in the PA2AM algorithm, under which a read would, with a high probability, not miss a concurrent write that starts earlier. In addition, if a read $r$ has happened to miss such a concurrent write, it is still quite likely to avoid an old-new inversion: $r$ can reasonably infer, from the low values of $1 - P\{r' \neq R(w) \mid r \neq R(w)\}$, that the preceding reads $r'$ would not have read from that write either.

Fig. 3, as well as Table 2, presents the probability of old-new inversions according to (3.6) with $N = n$. We also list the probabilities of concurrency patterns and read-write patterns, calculated by

$$\begin{align*}
P\{\text{CP}\} &= \sum_{m=1}^{N-1} P\{\text{CP} \mid R' = m\} \\
P\{\text{RWP}\} &= \sum_{m=1}^{N-1} P\{\text{RWP} \mid R' = m\}.
\end{align*}$$

Based on Fig. 3 and Table 2, we first observe that the probability of old-new inversions (and thus, atomicity violations) is sufficiently small. That is,

**Observation 3.1.** Probabilistically, the PA2AM algorithm rarely violates atomicity.

Moreover, Fig. 3 also reveals that

**Observation 3.2.** The read-write patterns dominate in preventing from atomicity violations incurred in the PA2AM algorithm, compared to the concurrency patterns which occur quite often.
The principles underlying our theoretical analysis have been decoupled from the assumptions we adopt about workloads and networks. These principles consist of the introduction to old-new inversion anomaly, the decomposition of it into concurrency pattern and read-write patterns, and old-new inversions. Numerical results on the probabilities of concurrency patterns, read-write patterns, and old-new inversions.

### Table 1

| # replicas | \(P(r \neq R(w))\) | \(1 - P(r' \neq R(w) | r \neq R(w))\) | # replicas | \(P(r \neq R(w))\) | \(1 - P(r' \neq R(w) | r \neq R(w))\) |
|-----------|-----------------|---------------------------------|-----------|-----------------|---------------------------------|
| 2         | 0.00457891      | 1.0                             | 9         | 8.51249 \times 10^{-6} | 0.0243758                       |
| 3         | 0.00732626      | 0.0409628                       | 10        | 7.20025 \times 10^{-7} | 0.0353241                       |
| 4         | 0.000566572     | 0.0561367                       | 11        | 8.89660 \times 10^{-7} | 0.0203645                       |
| 5         | 0.00077461      | 0.035626                        | 12        | 7.60436 \times 10^{-8} | 0.0294186                       |
| 6         | 0.0000628992    | 0.0511399                       | 13        | 9.28973 \times 10^{-8} | 0.0171705                       |
| 7         | 0.0000813243    | 0.0294467                       | 14        | 8.00055 \times 10^{-9} | 0.0246974                       |
| 8         | 6.77295 \times 10^{-6} | 0.0426608                      | 15        | 9.69478 \times 10^{-9} | 0.0145951                       |

**Fig. 1.** The probability of concurrency patterns: a) with vs without concurrency patterns (3.1); b) conditioning on \(R' = m\) (3.2). (\(\lambda = 10 s^{-1}, \mu = 10 s^{-1}\).)

### Table 2

<table>
<thead>
<tr>
<th># replicas</th>
<th>(P{CP})</th>
<th>(P{RWP \mid CP})</th>
<th>(P{ONI})</th>
<th># replicas</th>
<th>(P{CP})</th>
<th>(P{RWP \mid CP})</th>
<th>(P{ONI})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.28125</td>
<td>0.00888802</td>
<td>0.000203683</td>
<td>9</td>
<td>0.9447</td>
<td>7.06025 \times 10^{-6}</td>
<td>7.30744 \times 10^{-7}</td>
</tr>
<tr>
<td>3</td>
<td>0.518555</td>
<td>0.00008999</td>
<td>0.000203683</td>
<td>10</td>
<td>0.95874</td>
<td>1.04312 \times 10^{-6}</td>
<td>9.99356 \times 10^{-8}</td>
</tr>
<tr>
<td>4</td>
<td>0.67307</td>
<td>0.000183791</td>
<td>0.000352958</td>
<td>11</td>
<td>0.968604</td>
<td>9.37995 \times 10^{-7}</td>
<td>8.16945 \times 10^{-8}</td>
</tr>
<tr>
<td>5</td>
<td>0.781222</td>
<td>0.000266569</td>
<td>0.000437181</td>
<td>12</td>
<td>0.975675</td>
<td>1.34085 \times 10^{-7}</td>
<td>1.08822 \times 10^{-8}</td>
</tr>
<tr>
<td>6</td>
<td>0.849318</td>
<td>0.0000450835</td>
<td>6.49226 \times 10^{-6}</td>
<td>13</td>
<td>0.98085</td>
<td>1.16911 \times 10^{-7}</td>
<td>8.77158 \times 10^{-9}</td>
</tr>
<tr>
<td>7</td>
<td>0.89429</td>
<td>0.0000478926</td>
<td>6.08721 \times 10^{-6}</td>
<td>14</td>
<td>0.984717</td>
<td>1.63195 \times 10^{-8}</td>
<td>1.15178 \times 10^{-9}</td>
</tr>
<tr>
<td>8</td>
<td>0.924335</td>
<td>7.43561 \times 10^{-6}</td>
<td>8.53810 \times 10^{-7}</td>
<td>15</td>
<td>0.987662</td>
<td>1.39573 \times 10^{-8}</td>
<td>9.18283 \times 10^{-10}</td>
</tr>
</tbody>
</table>

**Fig. 2.** The probability of read-write patterns (\(\lambda = 10 s^{-1}, \mu = 10 s^{-1}\), \(\lambda_r = \lambda_w = 20 s^{-1}\)).

**Fig. 3.** The probabilities of concurrency patterns, read-write patterns, and old-new inversions (\(N = n\), \(\lambda = \mu = 10 s^{-1}, \lambda_r = \lambda_w = 20 s^{-1}\)). (log 0 is not defined.)
read-write pattern, the queueing model for analyzing concurrency patterns, and the timed balls-into-bins model for analyzing read-write patterns. The workload types and network conditions may vary in different scenarios. However, the principles and the general procedures of our analysis still apply. In addition, the theoretical analysis of old-new inversions in the PA2AM algorithm is helpful to better understand atomicity, and adds to the contribution of the paper.